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Abstract

Machine learning methods strive to acquire a robust model during the training process that can effectively generalize to test
samples, even in the presence of distribution shifts. However, these methods often suffer from performance degradation due to
unknown test distributions. Test-time adaptation (TTA), an emerging paradigm, has the potential to adapt a pre-trained model
to unlabeled data during testing, before making predictions. Recent progress in this paradigm has highlighted the significant
benefits of using unlabeled data to train self-adapted models prior to inference. In this survey, we categorize TTA into several
distinct groups based on the form of test data, namely, test-time domain adaptation, test-time batch adaptation, and online
test-time adaptation. For each category, we provide a comprehensive taxonomy of advanced algorithms and discuss various
learning scenarios. Furthermore, we analyze relevant applications of TTA and discuss open challenges and promising areas
for future research. For a comprehensive list of TTA methods, kindly refer to https://github.com/tim-learn/awesome-test-
time-adaptation.
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1 Introduction

Traditional machine learning methods assume that the train-
ing and test data are drawn independently and identically
(i.i.d.) from the same distribution (Quinonero-Candela et al.,
2008). However, when the test distribution (target) differs
from the training distribution (source), we face the problem
of distribution shifts. Such a shift poses significant challenges
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for machine learning systems deployed in the wild, such as
images captured by different cameras (Saenko et al., 2010),
road scenes of different cities (Chen etal., 2017), and imaging
devices in different hospitals (Liu & Yuan, 2022). As aresult,
the research community has developed a variety of general-
ization or adaptation techniques to improve model robustness
against distribution shifts. For instance, domain generaliza-
tion (DG) (Zhou et al., 2022) aims to learn a model using data
from one or multiple source domains that can generalize well
to any out-of-distribution target domain. On the other hand,
domain adaptation (DA) (Kouw & Loog, 2019) follows the
transductive learning principle to leverage knowledge from
a labeled source domain to an unlabeled target domain.
This survey primarily focuses on the paradigm of fest-
time adaptation (TTA), which involves adapting a pre-trained
model from the source domain to unlabeled data in the target
domain before making predictions (Liang et al., 2020; Sun
et al., 2020; Wang et al., 2021). While DG operates solely
during the training phase, TTA has the advantage of being
able to access test data from the target domain during the test
phase. This enables TTA to enhance recognition performance
through adaptation with the available test data. Addition-
ally, DA typically necessitates access to both labeled data

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s11263-024-02181-w&domain=pdf
http://orcid.org/0000-0003-3890-1894
https://github.com/tim-learn/awesome-test-time-adaptation
https://github.com/tim-learn/awesome-test-time-adaptation

International Journal of Computer Vision

pre-trained
model

mini- G
— predictions #1

batch #1 =

mini-

batel — predictions #2
atch #2 =——>

(a) test-time batch adaptation

pre-trained
model

mini- ey
—> predictions #1

batch #1 —->

a

mini- ..o — predictions #2
batch #2 =

(b) online test-time adaptation

pre-trained
model
v

mini- |

> —> predictions #1
batch #1 ——>

Y
: '+ shared
— v
ini- [
1”;1;”#2 — —> predictions #2
hatch —

(c) test-time domain adaptation

Fig.1 The test-time adaptation (TTA) paradigm aims to adapt the pre-
trained model to various types of unlabeled test data, including single
mini-batch in (a), streaming data in (b), or an entire dataset in (¢), before
making predictions. During the adaptation process, either the model or

from the source domain and (unlabeled) data from the target
domain simultaneously, which can be prohibitive in privacy-
sensitive applications such as medical data. In contrast, TTA
only requires access to the pre-trained model from the source
domain, making it a secure and practical alternative solution.

Based on the characteristics of the test data,! TTA meth-
ods can be categorized into three distinct cases in Fig. 1:
test-time domain adaptation (TTDA), test-time batch adap-
tation (TTBA), and online test-time adaptation (OTTA). For
a better illustration, let us consider a scenario where there
are m unlabeled mini-batches denoted as b1, - - - , by, during
test time. Firstly, TTDA, also known as source-free domain
adaptation (Liang et al., 2020; Kundu et al., 2020; Li et
al., 2020), utilizes all m test batches for multi-epoch adap-
tation before generating final predictions. Secondly, TTBA
individually adapts the pre-trained model to one® or a few
instances (Sun et al., 2020; Zhang et al., 2022; Schneider et
al., 2020; Zhang et al., 2021). In other words, the predictions
made for each mini-batch are independent of the predictions
made for the other mini-batches. Thirdly, OTTA (Wanget al.,
2021; Iwasawa & Matsuo, 2021; Wang et al., 2022) adapts
the pre-trained model to the target data {by, --- , by} in an
online manner, where each mini-batch can only be observed
once. Importantly, the knowledge learned from previously
observed mini-batches can facilitate adaptation to the cur-
rent mini-batch. It is worth emphasizing that OTTA methods
can be applied to TTDA with multiple epochs, and TTBA
methods can be applied to OTTA with the assumption of
knowledge reuse.

In this survey, we for the first time define the broad concept
of test-time adaptation and consider the three aforemen-
tioned topics (i.e., TTDA, TTBA, and OTTA) as its special
cases. Subsequently, we thoroughly review the advanced

! In this survey, we use the terms “test data" and “target data" inter-
changeably to refer to the data used for adaptation at test time.

2 Such a single-sample adaptation corresponds to a batch size of 1,
a.k.a., test-time instance adaptation.
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the input data can be altered to improve performance against distribu-
tion shifts. The dotted green arrow indicates the test-time training phase
before inference, while the blue arrow denotes pure inference

algorithms for each topic and present a summary of vari-
ous applications related to TTA. Our contributions can be
summarized into three key aspects.

1. To our knowledge, this is the first survey that provides
a systematic overview of three distinct topics within the
broad test-time adaptation paradigm.

2. We propose a novel taxonomy of existing methods and
provide a clear definition for each topic. We hope this
survey will help readers gain a deeper understanding of
the advancements in each area.

3. We analyze various applications related to the TTA
paradigm in Sec. 6, and provide an outlook of recent
emerging trends and open problems in Sec. 7 to shed light
on future research directions.

Comparison with previous surveys While our survey con-
tributes to the broader research area of DA, which has been
previously reviewed in other works such as Kouw and Loog
(2019), Wilson and Cook (2020), our specific focus is on
test-time adaptation where the availability of source data dur-
ing adaptation is limited or non-existent. Two recent surveys
(Fang et al., 2024; Li et al., 2024) have focused on source-
free domain adaptation which is a particular topic extremely
similar to TTDA discussed in our survey. Even within the
specific topic, we provide a novel taxonomy that encom-
passes a wider range of related papers. Another survey (Liu
et al., 2021) considers source-free domain adaptation as an
instance of data-free knowledge transfer, which shares some
overlap with our survey. However, we unify TTDA and sev-
eral related topics from the perspective of model adaptation
under distribution shifts. We believe that it is a novel and
pivotal contribution to the field of transfer learning.
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2 Related Research Topics
2.1 Domain Adaptation

As a special case of transfer learning (Pan & Yang, 2009),
DA (Ben-David et al., 2010) typically leverages labeled data
from a source domain to learn a classifier for an unlabeled
target domain with a different distribution, in a transduc-
tive learning manner (Joachims, 1999). There are two major
assumptions of distribution shift (Quinonero-Candela et al.,
2008): covariate shift in which the input features cause the
labels; and label shift in which the output labels cause the fea-
tures. We briefly introduce a few popular techniques and refer
the reader to the existing literature on DA (e.g., Kouw and
Loog 2019, Wilson and Cook 2020) for further information.
DA methods rely on the existence of source data to bridge the
domain gap, and existing techniques can be broadly divided
into four categories, i.e., input-level translation (Bousmalis
et al., 2017; Hoffman et al., 2018), feature-level alignment
(Long et al., 2015; Ganin & Lempitsky, 2015; Tzeng et al.,
2017)), output-level regularization (Chen et al., 2019; Cui et
al., 2020; Jin et al., 2020), and class-prior estimation (Saerens
etal.,2002; Lipton et al., 2018; Azizzadenesheli et al., 2019).
If it is feasible to generate training data from the source
model (Li et al., 2020), then the task of TTDA can be tack-
led using conventional DA methods. Likewise, one relevant
topic closely related to TTBA (batch size equals 1) is one-
shot domain adaptation (Luo et al., 2020; Varsavsky et al.,
2020), which entails adapting to a single unlabeled instance
while still necessitating the source domain during adaptation.
Moreover, OTTA is closely related to online domain adap-
tation (Moon et al., 2020; Yang et al., 2022), which involves
adapting to an unlabeled target domain with streaming data
that is promptly deleted after adaptation.

2.2 Hypothesis Transfer Learning

Hypothesis transfer learning (HTL) (Kuzborskij & Orabona,
2013) is another special case of transfer learning where pre-
trained models (source hypotheses) retain information about
previously encountered tasks. Shallow HTL methods (Yang
et al., 2007; Tommasi et al., 2013; Ahmed et al., 2020) typ-
ically assume that the optimal target hypothesis is closely
associated with these source hypotheses, and subsequent
methods (Ao et al., 2017; Nelakurthi et al., 2018) extend
this approach to a semi-supervised scenario where unlabeled
target data are also utilized for training. Fine-tuning (Yosin-
ski et al., 2014) is a typical example of a deep HTL method
that may update a partial set of parameters in the source
model. Despite HTL methods assuming no explicit access to
the source domain or any knowledge about the relatedness
of the source and target distributions, they still require a cer-
tain quantity of labeled data in the target domain. Another

related topic is domain-incremental learning (van de Ven et
al., 2022; Wang et al., 2022) which tackles the same type of
problem but in diverse contexts. However, such an incremen-
tal learning task focuses more on the anti-forgetting ability
after learning a supervised task.

2.3 Domain Generalization

DG (Lietal., 2018; Carlucci et al., 2019; Gulrajani & Lopez-
Paz, 2020) aims to learn a model from one or multiple
different but related domains that can generalize well on
unseen testing domains. Researchers often devise specialized
training techniques to enhance the generalization capability
of the pre-trained model, which can be compatible with the
studied TTA paradigm. Notably, MAML (Finn et al., 2017)
is a representative approach that learns the initialization of
a model’s parameters to achieve optimal fast learning on a
new task using a small number of samples and gradient steps.
Such a meta-learning strategy offers a straightforward solu-
tion for TTA without the incorporation of test data in the
meta-training stage. For further information, we refer the
reader to existing literature (e.g., Zhou et al. 2022, Wang et
al. 2022, Hospedales et al. 2021).

2.4 Self-Supervised Learning

Self-supervised learning (Jing & Tian, 2020) is a learning
paradigm that focuses on how to learn from unlabeled data by
obtaining supervisory signals from the data itself through pre-
text tasks that leverage its underlying structure. Early pretext
tasks in the computer vision field include image coloriza-
tion (Zhang et al., 2016), image inpainting (Pathak et al.,
2016), and image rotation (Gidaris et al., 2018). Advanced
pretext tasks like clustering (Caron et al., 2018, 2020) and
contrastive learning (He et al., 2020; Chen et al., 2020)
have achieved remarkable success, even exceeding the per-
formance of their supervised counterparts. Self-supervised
learning is also popular in other fields like natural language
processing (Kenton & Toutanova, 2019), speech processing
(Baevski et al., 2020), and graph-structured data (You et al.,
2020). For TTA tasks, these self-supervised learning tech-
niques can be utilized to help learn discriminative features
(Liang et al., 2022) or act as an auxiliary task (Sun et al.,
2020).

2.5 Semi-Supervised Learning

Semi-supervised learning (Chen et al., 2022) is another learn-
ing paradigm concerned with leveraging unlabeled data to
reduce the reliance on labeled data. A common objective for
semi-supervised learning methods comprises two terms: a
supervised loss over labeled data and an unsupervised loss
over unlabeled data. Regarding the latter term, there are three
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typical cases: self-training (Grandvalet & Bengio, 2004; Lee,
2013), which encourages the model to produce confident pre-
dictions; consistency regularization under input variations
(Miyato et al., 2018; Sohn et al., 2020) and model variations
(Laine & Aila, 2017; Tarvainen & Valpola, 2017), which
forces networks to output similar predictions when inputs or
models are perturbed; and graph-based regularization (Iscen
et al., 2019), which seeks local smoothness by maximizing
the pairwise similarities between nearby data points. For TTA
tasks, these semi-supervised learning techniques can be eas-
ily integrated to unsupervisedly update the pre-trained model
during adaptation.

2.6 Test-Time Augmentation

Test-time augmentation (Shanmugam et al., 2021) employs
data augmentation techniques (Shorten & Khoshgoftaar,
2019) (e.g., geometric transformations and color space aug-
mentations) on test images to boost prediction accuracy (He
et al., 2016), estimate uncertainty (Smith & Gal, 2018), and
enhance robustness (Guo et al., 2018; Pérezet al., 2021). Asa
typical example, ten-crop testing (He et al., 2016) computes
the final prediction by averaging predictions from ten differ-
ent scaled versions of a test image. Other popular aggregation
strategies include selective augmentation (Kim et al., 2020)
and learnable aggregation weights (Shanmugam et al., 2021).
In addition to data variation, Monte Carlo (MC) dropout (Gal
& Ghahramani, 2016) enables dropout within the network
during testing and performs multiple forward passes with
the same input data to estimate the model uncertainty. Gen-
erally, test-time augmentation techniques do not explicitly
consider distribution shifts but can be advantageous for TTA
methods.

3 Test-Time Domain Adaptation
3.1 Problem Definition

Definition 1 (Domain) A domain D is a joint distribution
p(x,y) defined on the input—output space X x ), where
random variables x € X and y € ) denote the input data
and the label (output), respectively.

In a well-studied DA problem, the domain of interest
is called the target domain p7(x, y) and the domain with
labeled data is called the source domain ps(x, y). The label
y can either be discrete (in a classification task) or continu-
ous (in a regression task). Unless otherwise specified, ) is
a C-cardinality label set, and we usually have one labeled
source domain Ds = {(x1,y1),..., (Xn,, ¥n,)} and one
unlabeled target domain D7 = {xi,..., x,} under data
distribution shifts: Xs = X7, ps(x) # p7(x), includ-
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ing the covariate shift (Quinonero-Candela et al., 2008)
assumption (ps(y|x) = p7(y]|x)). Other distribution shifts
like prior shift (Saerens et al., 2002) are further discussed
in Sec.3.3. Typically, the unsupervised domain adaptation
(UDA) paradigm aims to leverage supervised knowledge in
Dgs to help infer the label of each target sample in D7

Chidlovskii et al. (2016) for the first time consider per-
forming domain adaptation with no access to source data.
Specifically, they propose three scenarios for feature-based
domain adaptation with: source classifier with accessible
models and parameters, source classifier as a black-box
model, and source class means as representatives. This new
setting utilizes all the test data to adjust the classifier learned
from the training data, which could be regarded as a broad
test-time adaptation scheme. Several methods (Clinchant
et al., 2016; van Laarhoven & Marchiori, 2017; Liang et
al., 2019) follow this learning mechanism and adapt the
source classifier to unlabeled target features. To gain bene-
fits from end-to-end representation learning, researchers are
more interested in generalization with deep models. Such
a setting without access to source data during adaptation is
termed as source data-absent domain adaptation (Liang et al.,
2020, 2022), model adaptation (Li et al., 2020), and source-
free domain adaptation (Kundu et al., 2020), respectively. For
the sake of simplicity, we utilize the term fest-time domain
adaptation and give a unified definition.

Definition 2 (Test-Time Domain Adaptation, TTDA) Given
a well-trained classifier fs : Xs — JYs on the source
domain Dg and an unlabeled target domain D7, test-time
domain adaptation aims to leverage the labeled knowledge
implied in fs to infer labels of all the samples in D7, in a
transductive learning (Joachims, 1999) manner. Note that, all
test data (target data) are required to be seen during adapta-
tion (Table 1).

3.2 Taxonomy on TTDA Algorithms
3.2.1 Pseudo-Labeling

To adapt a pre-trained model to an unlabeled target domain,
a majority of TTDA methods take inspiration from the
semi-supervised learning (SSL) field (Chen et al., 2022)
and employ various prevalent SSL techniques tailored for
unlabeled data during adaptation. A simple yet effective tech-
nique, pseudo-labeling (Lee, 2013), aims to assign a class
label § € R for each unlabeled sample x in &; and opti-
mize the following supervised learning objective to guide the
learning process,

m@in E{x,fz}eD, wp(x) - dpl()A’v p(ylx; 0)), (D
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Table 1 A taxonomy on TTDA methods with representative strategies

Families Model rationales

Representative strategies

Centroid-based
Nighbor-based

Complementary labels

Peudo-labeling

Optimization-based

Data variations
Consistency Model variations
Both variations
Entropy minimization
Clustering Mutual information
Explicit clustering
Data generation
Source estimation Data translation
Data selection
Feature estimation

Self-supervision Auxiliary tasks

SHOT (Liang et al., 2020, 2022), BMD (Qu et al., 2022)
NRC (Yang et al., 2021), SSNLL (Chen et al., 2022)

LD (You et al., 2021), ATP (Wang et al., 2022)

ASL (Yan et al., 2021), KUDA (Sun et al., 2022)

G-SFDA (Yang et al., 2021), APA (Sun et al., 2023)
SFDA-UR (Sivaprasad & Fleuret, 2021), FMML (Peng et al., 2022)
AdaContrast (Chen et al., 2022), MAPS (Ding et al., 2024)
ASFA (Xia et al., 2022), 3C-GAN (Li et al., 2020)

SHOT (Liang et al., 2020, 2022), UMAD (Liang et al., 2021)
ISFDA (Li et al., 2021), SDA-FAS (Liu et al., 2022)
3C-GAN (Li et al., 2020), DI (Nayak et al., 2022)

SFDA-IT (Hou & Zheng, 2020), ProSFDA (Hu et al., 2022)
SHOT++ (Liang et al., 2022), DaC (Zhang et al., 2022)
VDM-DA (Tian et al., 2022), CPGA (Qiu et al., 2021)
SHOT++ (Liang et al., 2022), StickerDA (Kundu et al., 2022)
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Fig. 2 Three representative types of pseudo-labeling, where 6 repre-
sents the model parameters, and J; (or y;) denotes the pseudo label of
the instance x;

where w; (x) denotes the real-valued weight associated with
each pseudo-labeled sample {x, $}, and d;(-) denotes the
divergence between the predicted label probability distri-
bution and the pseudo label probability y, e.g., — >, J¢
log[p(y|x; 6)]. if using the cross entropy as the diver-

gence measure. Since the pseudo labels of target data are
inevitably inaccurate under domain shift, there exist three
different solutions: (1) improving the quality of pseudo
labels via denoising; (2) filtering out inaccurate pseudo labels
with wp;(-); and (3) developing a robust divergence mea-
sure dp; (-, ) for pseudo-labeling. To reduce the effects of
noisy pseudo labels based on the argmax operation (Kim et
al., 2021; Li et al., 2021; Chen et al., 2021), most TTDA
methods (e.g., SFIT (Hou and Zheng 2021)) consider only
reliable pseudo labels using diverse filtering mechanisms.
Figure 2 illustrates three representative types of pseudo-
labeling, which will be elaborated in the following part.

Centroid-based pseudo labels Inspired by a classic self-
supervised approach, DeepCluster (Caron et al., 2018),
SHOT (Liang et al., 2020, 2022) resorts to target-specific
clustering for denoising the pseudo labels. The key idea is
to obtain target-specific class centroids based on the net-
work predictions and the target features and then derive the
unbiased pseudo labels via the nearest centroid classifier. For-
mally, the class centroids and pseudo labels are updated as
follows,

me =73 [po(yelx) - g(x)1/ D po(yelx), ¢ €[1,C],
v = argmin. d(g(x), m.), Vx € Dy,

2

where pg(y.|x) = [p(y]x; 0)]. denotes the probability asso-
ciated with the c-th class, and g(x) denotes the feature
of input x. m, denotes the c-th class centroid, and d(-, -)
denotes the cosine distance function. As class centroids
always contain robust discriminative information and mean-
while weaken the category imbalance problem, this label

@ Springer
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refinery is prevalent in follow-up TTDA studies (Zhang et
al., 2022; Tang et al., 2021; Qiu et al., 2021).

Twofer (Liu et al., 2023) identifies confident samples to
build more accurate centroids, while BMD (Qu et al., 2022)
posits that a coarse centroid may not effectively represent
ambiguous data and instead employs K-means clustering
to discover multiple prototypes for each class. Addition-
ally, CoOWA-JMDS (Lee et al., 2022) performs Gaussian
Mixture Modeling (GMM) in the target feature space to
obtain the log-likelihood and pseudo label of each sample.
Apart from hard pseudo labels, FAUST (Lee & Lee, 2023)
explores soft pseudo labels based on the class centroids,
e.g., [ = Z"XQ ([;(‘1(5((;())(’)"% )f/)r), where 7 denotes the tem-
perature. In C(;ntrast, BMD (Qu et al., 2022) employs the
exponential moving average (EMA) technique to dynami-
cally accumulate the class centroids in mini-batches.

Neighbor-based pseudo labels Another prevalent label
denoising technique is to generate pseudo labels by incor-
porating the predictions of neighboring labels, relying on the
assumption of local smoothness (Chen et al., 2022; Wang et
al., 2022; Cao et al., 2021; Chen et al., 2022; Ding et al.,
2023). For instance, SSNLL (Chen et al., 2022) performs
K-means clustering in the target domain and aggregates pre-
dictions of its neighbors within the same cluster. DIPE (Wang
et al., 2022) diminishes label ambiguity by correcting the
pseudo label to the majority vote of its neighbors. In contrast,
SFDA-APM (Kim et al., 2021) constructs an anchor set com-
prising only highly confident target samples and employs a
point-to-set distance function to generate the pseudo labels.
CAiDA (Dong et al., 2021) proposes a greedy chain-search
strategy to find its nearest neighbor in the anchor set, inter-
polates its nearest anchor to the target feature, and uses the
prediction of the synthetic feature instead.

Inspired by neighborhood aggregation (Liang etal., 2021),
a few works (Cao et al., 2021; Chen et al., 2022; Ding et al.,
2023; Litrico et al., 2023) maintain a memory bank storing
both features and predictions of the target data {g (x;), gi}:~ .,
allowing online refinement of pseudo labels. Typically, the
refined pseudo label is obtained through p; = % 2 jeN: 4is
where ; denotes the indices of m nearest neighbors of g (x;)
in the memory bank. Specifically, ProxyMix (Ding et al.,
2023) sharpens the network output p with the class frequency
to avoid class imbalance, while NRC (Yang et al., 2021)
devises a weighting scheme for neighbors during aggrega-
tion. Instead of using the soft pseudo label p, AdaContrast
(Chen et al., 2022) utilizes the hard pseudo label with the
argmax operation.

Complementary pseudo labels Motivated by the idea of
negative learning (Kim et al., 2019), PR-SFDA (Luo et al.,
2021) randomly chooses a label from the set {1, ..., C}\{7;}
as the complementary label y; and thus optimizes the follow-
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ing loss function,
. ny C _
min—Y " > 1Gi = olog(l = pe(elx), ()

where y; denotes the inferred hard pseudo label. y is referred
to as a negative pseudo label, indicating that the given input
does not belong to this label. The probability of correctness is
% for the complementary label y;, providing correct infor-
mation even from wrong labels 3;. LD (You et al., 2021)
develops a heuristic strategy to randomly select an informa-
tive complementary label with medium prediction scores.
Besides, NEL (Ahmed et al., 2022) and PLUE (Litrico et
al., 2023) randomly select multiple complementary labels,
except for the inferred pseudo label, and optimizes the multi-
class variant of Eq. (3). ATP (Wang et al., 2022) further
generates multiple complementary labels according to a pre-

defined threshold on prediction scores.

Optimization-based pseudo labels By leveraging the prior
knowledge of the target label distribution like class bal-
ance (Zou et al., 2018), some TTDA methods (You et al.,
2021; Sivaprasad & Fleuret, 2021; Huang et al., 2021) vary
the threshold for each class so that a certain proportion of
points per class are selected. Such a strategy helps avoid the
‘winner-takes-all’ dilemma where the pseudo labels come
from several major categories, potentially deteriorating the
following training process. Furthermore, ASL (Yan et al.,
2021) directly imposes the equi-partition constraint on the
pseudo labels p; and solves the optimization problem below,

H})iiﬂ - Zi ZC Pic 10g p@(yc‘xi) + A Zi ZC Dic 10g DPics
. . . . n
s.t.Vi,c: pic €[0,1], Z(: Pie = 1, Zi Pic = E’
4)

Likewise, IterNLL (Zhang et al., 2021) provides a closed-
form solution of {p} under the uniform prior assumption.
KUDA (Sun et al., 2022) even introduces a hard constraint
Pic € {0, 1} and solves the zero—one programming problem.
In addition, ReCLIP (Hu et al. 2024) constructs the affinity
graph and employs label propagation to produce closed-form
pseudo labels.

Ensemble-based pseudo labels Rather than relying on a sin-
gle noisy pseudo label, ISFDA (Li et al., 2021) generates a
secondary pseudo label to aid the primary one. Besides, ASL
(Yan et al., 2021) and C-SFDA (Karim et al., 2023) adopt a
weighted average of predictions under multiple random data
augmentation, while ELR (Yi et al., 2023) ensembles histori-
cal predictions from previous training epochs. NEL (Ahmed
et al., 2022) further aggregates logits under different data
augmentation and trained models simultaneously. Inspired
by a classic semi-supervised learning method (Laine & Aila,
2017), some TTDA methods (Liang et al., 2022; Panagio-
takopoulos et al., 2022) maintain an EMA of predictions at
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different time steps as pseudo labels. Moreover, C-SFDA
(Karim et al., 2023) maintains a mean teacher model (Tar-
vainen & Valpola, 2017) that generates pseudo labels for the
current student network. Additionally, other methods attempt
to generate pseudo labels based on predictions from various
models, e.g., multiple source models (Liang et al., 2022; Li
etal., 2022), a multi-head classifier (Kundu et al., 2021), and
models from both domains (Hou & Zheng, 2021). In partic-
ular, SFDA-VS (Ye et al., 2021) follows MC dropout (Gal &
Ghahramani, 2016) and obtains the final prediction through
multiple forward passes.

Another line of ensemble-based TTDA methods (Cao et
al.,2021; Yanetal.,2021; Xiong etal., 2022) aims to integrate
predictions from different labeling criteria using a weighted
average. For example, e-SHOT-CE (Cao et al., 2021) uti-
lizes both centroid-based and neighbor-based pseudo labels.
Besides the weighting scheme, other approaches (Qiu et al.,
2021; Dong et al., 2021; Wang et al., 2022; Kumar et al.,
2023) explore different labeling criteria in a cascade manner.
For instance, DIPE (Wang et al., 2022) employs the neighbor-
based labeling criterion with centroid-based pseudo labels.

Learning with pseudo labels Existing pseudo-labeling-
based TTDA methods have employed various robust diver-
gence measures dp;. Generally, most methods utilize the
standard cross-entropy loss for all target samples with hard
pseudo labels (Liang et al., 2020; Yan et al., 2021) or soft
pseudo labels (Tang et al., 2021; Deng et al., 2021). Note
that several methods (Ding et al., 2023; Tian et al., 2023)
convert hard pseudo labels into soft pseudo labels using the
label smoothing trick (Miiller et al., 2019). As pseudo labels
are noisy, many TTDA methods incorporate an instance-
specific weighting scheme into the standard cross-entropy
loss, including hard weights (Kim et al., 2021; Hou & Zheng,
2021; Chenetal.,2021), and soft weights (Huang et al., 2021;
Ye et al., 2021). Besides, AUGCO (Prabhu et al., 2022) con-
siders the class-specific weight in the cross-entropy loss to
mitigate label imbalance. In addition to the cross-entropy
loss, alternative choices include the generalized cross entropy
(Rusak et al., 2022), the inner product distance between the
pseudo label and the prediction (Yang et al., 2021; Qiu et al.,
2021), and a new discrepancy measure log(1 — f)Tp(ylx; 0))
(Yi et al., 2023). Moreover, BMD (Qu et al., 2022) and
OnDA (Panagiotakopoulos et al., 2022) employ the sym-
metric cross-entropy loss to guide the self-labeling process.
CATTAn (Thopalli et al., 2023) exploits the negative log-
likelihood ratio between correct and competing classes.

3.2.2 Consistency Training

Consistency regularization, a prevailing strategy in recent
semi-supervised learning literature (Yang et al., 2022; Chen
etal., 2022), is primarily built on the smoothness assumption
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Fig. 3 Three representative types of consistency training, where X,
represents the data variant of x;, and 64 (or 6p and 6;.,) denotes the
model variant of 6

or the manifold assumption. It aims to enforce consistent
network predictions or features under variations in the input
data space or the model parameter space. Moreover, another
line of consistency training methods attempts to match the
statistics of different domains even without the source data.
Figure 3 illustrates three representative types of consistency
training, which will be elaborated in the following part.

Consistency under data variations Benefiting from advan-
ced data augmentation techniques such as RandAugment
(Cubuk et al., 2020), several prominent semi-supervised
learning methods (Xie et al., 2020; Sohn et al., 2020) unleash
the power of consistency regularization over unlabeled data
that can be effortlessly adopted in TTDA approaches. An
exemplar of consistency regularization (Sohn et al., 2020) is
expressed as:

. 1 & A
= > " CE (pg (v1xi). po(v13n) . )
i=1

where pg(yv|x;) = p(y|xi; 0), and CE(, -) refers to cross-
entropy between two distributions. Besides, x; represents
the variant of x; under another augmentation transforma-
tion, and 6 is a fixed copy of current network parameters
6. Another representative consistency regularization is vir-
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tual adversarial training (VAT) (Miyato et al., 2018), which
devises a smoothness constraint as follows,

ny

1
con _ . . . A
Liar n ||£rfﬂ§e[KL(p9(y|x’) [l po(ylxi + AN, (6)

where A; is a perturbation that disperses the prediction most
within an intensity range of € for the target data x;, and KL
denotes the Kullback-Leibler divergence.

ATP (Wang et al., 2022) directly employs the same consis-
tency regularization in Eq. (5), while other TTDA methods
(Wang et al., 2024; Chen et al., 2022; Zhang et al., 2022;
Kumar et al., 2023) replace p;(y|x;) with hard pseudo labels
for target data under weak augmentation, followed by a cross-
entropy loss for target data under strong augmentation. Note
that, many of these hard labels are obtained using the label
denoising techniques mentioned earlier. Apart from strong
augmentations, ProSFDA (Hu et al., 2022) and SFDA-FSM
(Yang et al., 2022) require learning the domain translation
module first, and ProSFDA seeks feature-level consistency
under different augmentations at the same time. TeST (Sinha
et al., 2023) introduces a flexible mapping network to match
features under two different augmentations. On the contrary,
OSHT (Feng et al., 2021) maximizes the mutual information
between the predictions of two different transformed inputs
to retain the semantic information as much as possible.

Following the objective in Eq. (6), another line of TTDA
methods (Li et al., 2020; Yan et al., 2021) attempts to encour-
age consistency between target samples with their data-level
neighbors, while APA (Sun et al., 2023) learns the neigh-
bors in the feature space. Instead of generating the most
divergent neighbor x; + A; according to the predictions, JN
(Li et al., 2022) devises a Jacobian norm regularization to
control the smoothness in the neighborhood of the target
sample. Furthermore, G-SFDA (Yang et al., 2021) discov-
ers multiple neighbors from a memory bank and minimizes
their inner product distances over the predictions. Moreover,
Mixup (Zhang et al., 2018) performs linear interpolations
on two inputs and their corresponding labels, which can be
treated as seeking consistency under data variation (Liang et
al., 2022; Lee et al., 2022; Kumar et al., 2023).

Consistency under model variations Reducing model
uncertainty (Gal & Ghahramani, 2016) is also beneficial for
learning robust features for TTDA tasks, on top of uncertainty
measured with input change. Following MC dropout (Gal
& Ghahramani, 2016), FAUST (Lee & Lee, 2023) activates
dropout in the model and performs multiple stochastic for-
ward passes to estimate the epistemic uncertainty. SFDA-UR
(Sivaprasad & Fleuret, 2021) appends multiple extra dropout
layers behind the feature encoder and minimizes the mean
squared error (MSE) between predictions as uncertainty. Fur-
ther, ASFA (Xia et al., 2022) adds different perturbations to
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the intermediate features to promote predictive consistency.
FMML (Peng et al., 2022) offers another form of model vari-
ation by network slimming and sought predictive consistency
across different networks.

Another consistency regularization requires the existence
of both the source and target models and thus minimizes
the difference across different models, such as feature-level
discrepancy (Kothandaraman et al., 2023) and output-level
discrepancy (Liangetal.,2022; Conti etal., 2022; Sinhaetal.,
2023). Furthermore, the mean teacher framework (Tarvainen
& Valpola, 2017) is also utilized to form a strong teacher
model and a learnable student model. The teacher and the
student models share the same architecture, and the weights
of the teacher model 6;., are gradually updated by 6;., =
(1 — n)Bseq + 1B, where 6 denotes the weights of the student
model, and 5 is the momentum coefficient. Therefore, the
mean teacher model is regarded as a temporal ensemble of
student models with more accurate predictions. In reality, a
few TTDA methods including (Lao et al., 2021) consider the
multi-head classifier and promote consistent predictions by
different heads.

Consistency under data & model variations In reality, data
variation and model variation could be integrated into a uni-
fied framework. For example, the mean teacher framework
(Tarvainen & Valpola, 2017) is enhanced by blending strong
data augmentation techniques, and the discrepancy between
predictions of the student and teacher models is minimized
as follows,

Lo = Exep,dmi(p(ylx, 0), p(yIT(x), Orea)), )

where 7(-) denotes the strong data augmentation, and d,,;
denotes the divergence measure, e.g., the KL divergence (Liu
etal.,2022; Hou & Zheng, 2021), the MSE loss (Zhang et al.,
2021), and the cross-entropy loss (Chen et al., 2022). Besides,
several methods (Vibashan et al., 2022; Liu & Yuan, 2022;
Huang et al., 2021; Li et al., 2022) attempt to extract useful
information from the teacher and employ task-specific loss
functions to seek consistency. Apart from the output-level
consistency, TT-SFUDA (Vibashan et al., 2022) matches the
features extracted by different models with the MSE distance,
while AdaContrast (Chen et al., 2022) and PLUE (Litrico et
al., 2023) learn semantically consistent features like MoCo
(He et al., 2020).

Instead of strong data augmentations, LODS (Li et al.,
2022) and SFIT (Hou & Zheng, 2021) use the style trans-
ferred image instead, MAPS (Ding et al., 2024) considers
spatial transforms, and SMT (Zhang et al., 2021) elabo-
rates the domain-specific perturbation by averaging the target
images. Different from model variations in the mean teacher
scheme, OnTA (Wang et al., 2021) distills knowledge from
the source model to the target model, while HCL (Huang
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et al., 2021) promotes feature-level consistency among the
current model and historical model.

Miscellaneous consistency regularizations To prevent exces-

sive deviation from the original source model, a flexible
strategy is adopted by a few TTDA methods (Li et al., 2020;
Xiong et al., 2022) by establishing a parameter-based regu-
larization term |65 —6|| %, where 6 is the fixed source weight.
Another line of research focuses on matching the batch nor-
malization (BN) statistics (i.e., the mean and the variance),
across models with different measures, such as the KL diver-
gence (Ishii & Sugiyama, 2021) and the MSE error (Zhang et
al., 2021; Ahmed et al., 2022), whereas OSUDA (Liu et al.,
2021) encourages the learned scaling and shifting parameters
in BN layers to be consistent. Similarly, an explicit feature-
level regularization (Liu et al., 2021) is devised to match
the first and second-order moments of features in different
domains.

As for the network architecture in the target domain, a
unique design termed dual-classifier is utilized to seek robust
domain-invariant representations. For example, BAIT (Yang
et al., 2023) introduces an extra C-dimensional classifier
to the source model, forming a dual-classifier model with
a shared feature encoder. During adaptation in the target
domain, the shared feature encoder and the new classifier
are trained with the classifier from the source domain head
fixed. Such a training scheme has also been utilized by many
TTDA methods (Tian et al., 2023; Wang et al., 2022; Xia
et al., 2021; Sivaprasad & Fleuret, 2021; Xia et al., 2022)
through modeling the consistency between different clas-
sifiers. Besides, SFDA-APM (Kim et al., 2021) develops
a self-training framework that optimizes the shared feature
encoder and two classification heads with different pseudo-
labeling losses, respectively.

3.2.3 Clustering-Based Training

Except for the pseudo-labeling paradigm, nearly all semi-
supervised learning algorithms rely on the cluster assumption
(Yang et al., 2022), which asserts that the decision bound-
ary should not cross high-density regions, but instead lie in
low-density regions. As a result, another popular category of
TTDA approaches favors low-density separation by reduc-
ing the uncertainty of the target network predictions (Liang
et al., 2020; Li et al., 2020) or promoting clustering among
the target features (Li et al., 2021; Qiu et al., 2021). Figure 4
illustrates these two representative types of clustering-based
training, which will be elaborated in the following part.

Entropy minimization ASFA (Xia et al., 2022) utilizes
robust measures from information theory to encourage con-
fident predictions for unlabeled target data. To achieve this,
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Fig. 4 Two representative types of clustering-based training, where
similarity is obtained based on a feature memory bank

it minimizes the «-Tsallis entropy given by:

ny

1 1
Lisa = —
tsa n,Za—l

i=1

C
> po(elxi)®l, ®)
c=1

where o > 0 is called the entropic index. Note that, as «
approaches 1, the Tsallis entropy converges to the standard
Shannon entropy, given by H(py(ylxi)) = X, po(yelx;)
log po(yc|x;). In practice, the conditional Shannon entropy
H(po(y|x)) has been widely used in TTDA methods (Li et
al., 2020; Liu et al., 2021; Sivaprasad & Fleuret, 2021; You
etal., 2021; Kundu et al., 2021; Bateson et al., 2022; Sinha et
al., 2023). Besides, there exist numerous variations of stan-
dard entropy minimization. For instance, SFDA-VS (Ye et
al., 2021) develops a nonlinear weighted entropy minimiza-
tion loss that emphasizes low-entropy samples. TT-SFUDA
(Vibashan et al., 2022) focuses on the entropy of the ensem-
ble predictions under multiple augmentations.

When « is set to 2, the Tsallis entropy in Eq. (8) is equiv-
alent to the maximum squares loss (Chen et al., 2019; Liu
et al., 2021; Kumar et al., 2023), given by ZC Do (yclxi)z.
Compared to the Shannon entropy, the gradient of the maxi-
mum squares loss increases linearly, preventing easy samples
from dominating the training process in the high probability
region. Building on this, Batch Nuclear-norm Maximization
(BNM) (Cui et al., 2020) approximates the prediction diver-
sity using the matrix rank, which is utilized by CDL (Wang
et al., 2024). Additionally, SI-SFDA (Ye et al., 2022) pays
attention to the class confusion matrix and minimizes the
inter-class confusion to ensure that no samples are ambigu-
ously classified into two classes at the same time.

Mutual information maximization Another favorable clust-
ering-based regularization is mutual information maximiza-
tion, which aims to maximize the mutual information (Shi
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& Sha, 2012) between the inputs and the discrete labels as
follows,

max Z(;, V) =HO) —HDX)

C
== Po(ye)log po(ye)

c=1
C

1
+— ZZPe(yclxz)logpe(yclxz) 9)

Uizl c=1

where pg(y.) = ni > i Po(¥elx;) denotes the c-th element in
the estimated class label distribution. Intuitively, increasing
the extra diversity term ();) promotes uniform distribu-
tion of target labels, circumventing the degenerate solution
where each sample is assigned to the same class. Such a
regularization is initially introduced in SHOT (Liang et al.,
2020) and SHOT++ (Liang et al., 2022) for image classifi-
cation and then employed in plenty of TTDA methods (Ishii
& Sugiyama, 2021; Lao et al., 2021; Wang et al., 2021; Li
et al., 2022; Wang et al., 2022; Litrico et al., 2023). Instead
of using the network prediction pg(y|x), GKD (Tang et al.,
2021) employs the ensemble prediction based on its neigh-
bors for mutual information maximization. DaC (Zhang et
al., 2022) and U-SFAN (Roy et al., 2022) introduce a bal-
ancing parameter between two terms in Eq. (9) to increase
flexibility. In particular, U-SFAN (Roy et al., 2022) develops
an uncertainty-guided entropy minimization loss by empha-
sizing low-entropy predictions, whereas ATP (Wang et al.,
2022) encompasses the instance-wise uncertainty in both
terms of Eq. (9). VMP (Jing et al., 2022) further provides a
probabilistic framework based on Bayesian neural networks
and integrates mutual information into the likelihood func-
tion.

It is worth noting that the diversity term can be rewritten
as H(JA),) = —KL(po(y)||U) + log C, where pg(y) denotes
the average label distribution in the target domain, and I/ is
a C-dimensional uniform vector. This term alone has also
been employed in numerous TTDA methods (Hou & Zheng,
2021; Yangetal.,2021; Chen et al., 2022; Kundu et al., 2022;
Panagiotakopoulos et al., 2022; Tian et al., 2023; Panagio-
takopoulos et al., 2022; Thopalli et al., 2023) to prevent class
collapse. To better guide the learning process, a few works
(Krause et al., 2010; Hu et al., 2017) modify the mutual
information regularization by substituting a reference class-
ratio distribution in place of U/. Unlike AdaMI (Bateson et
al., 2022), which leverages the target class ratio as a prior,
UMAD (Liang et al., 2021) utilizes the flattened label dis-
tribution within a mini-batch instead to mitigate the class
imbalance problem, and AUGCO (Prabhu et al., 2022) main-
tains the moving average of the predictions as the reference
distribution.
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Fig. 5 Three representative types of source distribution estimation,
where surrogate source data is obtained through generation, translation,
and selection, respectively

3.2.4 Source Distribution Estimation

Another favored family of TTDA approaches compensates
for the absence of source data by inferring data from the pre-
trained model, transforming the challenging TTDA problem
into a well-studied DA problem. Existing source estimation
approaches could be categorized into three groups: data gen-
eration from random noises (Morerio et al., 2020; Li et al.,
2020; Kurmi et al., 2021), data translation (Hou & Zheng,
2021; Yan et al., 2021; Zhou et al., 2022), and data selec-
tion (Liang et al., 2022; Yang et al., 2023; Ding et al., 2023).
Figure 5 illustrates three representative types of source distri-
bution estimation, which will be elaborated in the following
part.

Data generation To generate valid target-style source sam-
ples, 3C-GAN (Li et al., 2020) introduces a data generator
G(-; 0g) conditioned on randomly sampled labels, along
with a binary discriminator D(-;0p). The optimization
objective is similar to the conditional GAN (Mirza & Osin-
dero, 2014) that is written as follows:

minmax Ky e [log D(x1)] + Ey, :[log(1 — D(G(yr, 2)))]
G 6p

_)\"YEyhz Cﬂ(yt ZC)Ing(ych(ym Z)’e)v
(10)

where z is a random noise vector, y; is a pre-defined label,
As > Oisabalancing parameter, and 6 denotes the parameters
of the pre-trained prediction model. By alternately optimiz-
ing O and p, the resulting class conditional generator G can
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generate multiple surrogate labeled source instances for the
subsequent domain alignment step, i.e., Dy = {x;, yi}?i 1
where x; = G(y;,z) and ng is the number of generated
samples. PLR (Morerio et al., 2020) disregards the last
term in Eq. (10) to infer diverse target-like samples. On the
other hand, SDDA (Kurmi et al., 2021) maximizes the log-
likelihood of generated data x, and employs two different
domain discriminators, i.e., a data-level GAN discriminator
and a feature-level domain discriminator.

In addition to adversarial training, DI (Nayak et al., 2022)
performs Dirichlet modeling with the source class similarity
matrix and then optimizes the noisy input to match its output
with the sampled softmax vector ¢ as,

Xg =argrr§cinCE(CI’P6()’|x)) (11)

which is referred to as data impression of the source domain.
Besides, SPGM (Yang et al., 2022) first estimates the target
distribution using GMM and then constrains the generated
data to be derived from the target distribution.

Motivated by recent advances in data-free knowledge dis-
tillation (Yin et al., 2020; Liu et al., 2021), SFDA-KTMA
(Liu et al., 2021) exploits the moving average statistics of
activations stored in BN layers of the pre-trained source
model and imposes the following BN matching constraint
on the generator,

. . 2 2
Lon =3 > Mgy —nll+ 1850 =80 1 (12)

where B is the size of a mini-batch, ,ug? and repre-

sent the corresponding running mean and variance stored in

. . 2
the source model, and /Lg)l = %ZZ fl(l)(xg) and 5;1)1 =

%ZZ( fl(i)(xg) — M;f’)l)z denote the batch-wise mean and
variance estimates of the i-th feature channel at the /-th layer
for synthetic data from the generator, respectively. As indi-
cated in Li et al. (2017), matching the BN statistics can aid in
ensuring that the generated data resembles the source style.
SFDA-FSM (Yang et al., 2022) further minimizes the L,-
norm difference between intermediate features (a.k.a., the
content loss Gatys et al. 2016) to preserve the content knowl-

edge of the target domain.

()2
8s,l

Data translation SSFT-SSD (Yan et al., 2021) initializes x,
as x; € A; and directly performs optimization on the input
space with the gradient of the L,-norm regularized cross-
entropy loss being zero. On the contrary, SFDA-TN (Sahoo
et al., 2020) optimizes a learnable data transformation net-
work that maps target data to the source domain such that
the maximum class probability is maximized. Inspired by
the success of visual prompts (Bahng et al., 2022), ProSFDA
(Hu et al., 2022) adds a learnable image perturbation to all
target data, enabling the BN statistics to be aligned with those

stored in the source model. Besides, the style-transferred
image is obtained using spectrum mixup (Yang & Soatto,
2020) between the target image and its perturbed image.

Another line of data translation methods (Hou & Zheng,
2020, 2021; Zhou et al., 2022) explicitly introduces an
additional module A to transfer target data to source-like
style. In particular, SFDA-IT (Hou & Zheng, 2020) opti-
mizes the translator with the style matching loss in Eq. (12)
as well as the feature-level content loss, with the source
model frozen. Furthermore, SFDA-IT (Hou & Zheng, 2020)
employs entropy minimization over the fixed source model to
promote semantic consistency. To improve the performance
of style transfer, SFIT (Hou & Zheng, 2021) further develops
a variant of the style reconstruction loss (Gatys et al., 2016)
as follows,

Lyiyie = 1g(x)g(x)" — g(A))g(A)) |2, (13)

where g(x) € R"*HW denotes the reshaped feature map,
and H, W and n. represent the feature map height, width, and
the number of channels, respectively. The channel-wise self
correlations g(x)g(x)T are also known as the Gram matrix.
Additionally, SFIT (Hou & Zheng, 2021) maintains the rela-
tionship of outputs between different networks. GDA (Zhou
et al., 2022) also relies on BN-based style matching and
entropy minimization but further enforces the phase consis-
tency and the feature-level consistency between the original
image and the stylized image to preserve the semantic con-
tent.

Data selection In addition to synthesizing source samples
through data generation or data translation, another family of
TTDA methods (Liang et al., 2022; Yang et al., 2023; Ding
etal., 2023; Wang et al., 2022; Chen et al., 2022; Yang et al.,
2023) selects source-like samples from the target domain as
surrogate source data, greatly reducing computational costs.
Typically, the whole target domain is divided into two splits,
i.e., a labeled subset é\?,z and an unlabeled subset 22”,, where
the labeled subset acts as the inaccessible source domain.
Based on the network outputs of the adapted model in the
target domain, SHOT++ (Liang et al., 2022) makes the first
attempt towards data selection by selecting low-entropy sam-
ples in each class for an extra intra-domain alignment step.
Such an adapt-and-divide strategy has been adopted in later
works (Ye et al., 2021; Liu et al., 2021; Wang et al., 2022)
where the ratio or the number of selected samples per class
is always kept same to prevent severe class imbalance. DaC
(Zhang et al., 2022) utilizes the maximum softmax proba-
bility instead of the entropy criterion. Furthermore, BETA
(Yang et al., 2023) constructs a two-component GMM over
all the target features to separate the confident subset /'\A,’,l
from the less confident subset /’\?m.
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Apart from the adapted target model, a few approaches
(Ding et al., 2023; Liu et al., 2022; Huang et al., 2022) uti-
lize the source model to partition the target domain before
the intra-domain adaptation step. For each class separately,
MTRAN (Huang et al., 2022) selects the low-entropy sam-
ple, ProxyMix (Ding et al., 2023) leverages the distance from
target features to source class prototypes, and SAB (Liu et
al., 2022) adopt the maximum prediction probability. To sim-
ulate the source domain more accurately, MTRAN (Huang
et al., 2022) further applies the mixup augmentation tech-
nique after the dataset partition step. On the other hand, some
TTDA methods (Yang et al., 2023; Xia et al., 2021; Ye et al.,
2021; Chenetal., 2022; Chuetal., 2022; Tian et al., 2023) do
not fix the domain partition but alternately update the domain
partition and learn the target model in the adaptation step. For
instance, SSNLL (Chen et al., 2022) follows the small loss
trick for noisy label learning and assigns samples with small
loss to the labeled subset at the beginning of each epoch.
On top of the global division, BAIT (Yang et al., 2023) and
SFDA-KTMA (Liu et al., 2021) split each mini-batch into
two sets based on the criterion of entropy ranking, while D-
MCD (Chu et al., 2022) employs the classifier determinacy
disparity and the agreement between different self-labeling
strategies.

Feature estimation In contrast to source data synthesis, pre-
vious works (Qiu et al., 2021; Tian et al., 2022; Ding et al.,
2022) provide a cost-effective alternative by simulating the
source features. MAS? (Stan & Rostami, 2021) and LDAu-
CID (Rostami, 2021) require learning a GMM over the source
features before model adaptation, which may not hold in
real-world scenarios. Instead, VDM-DA (Tian et al., 2022)
constructs a proxy source domain by randomly sampling fea-
tures from the following GMM,

@) =Y e NGeliae. 5o, (14)

where z denotes the virtual domain feature, and p,(z) is the
distribution of the virtual domain in the feature space. For
each Gaussian component, 7. > 0 represents the mixing
coefficient satisfying ) " 7. = 1, and ., . represent the
mean and the covariance matrix, respectively. Specifically,
e is approximated by the L;-normalized class prototype
(Chen et al., 2018) that corresponds to the c-th row of
weights in the source classifier, and a class-agnostic covari-
ance matrix is heuristically determined by pairwise distances
among different class prototypes. To incorporate relevant
knowledge from the target domain, SFDA-DE (Ding et al.,
2022) further selects confident pseudo-labeled target samples
and re-estimates the mean and covariance over these source-
like samples as an alternative. In contrast, CPGA (Qiu et al.,
2021) trains a prototype generator from conditional noises
to generate multiple avatar feature prototypes for each class,
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encouraging that class prototypes are intra-class compact and
inter-class separated.

Virtual domain alignment Once the source distribution is
estimated, it is essential to seek virtual domain alignment
between the proxy source domain and the target domain for
knowledge transfer. We review a variety of virtual domain
alignment techniques as follows. Firstly, SHOT++ (Liang et
al., 2022) and ProxyMix (Ding et al., 2023) follow a clas-
sic semi-supervised approach, MixMatch (Berthelot et al.,
2019), to bridge the domain gap. Secondly, SDDA (Kurmi et
al., 2021) adopts the widely-used domain adversarial align-
ment technique (Ganin & Lempitsky, 2015) that is formally
written as:

min max Ey ex,[log D(H (x;))]
D

OH

+Ey, ex; [log(1 — D(H (x)))], 15)

where H and D respectively represent the feature encoder
and the binary domain discriminator, and &), denotes the
proxy source domain. Due to its simplicity, the domain adver-
sarial training strategy has also been utilized in the following
works (Liu et al., 2021; Ye et al., 2021; Tian et al., 2022).
Besides, a certain number of following methods (Nayak et al.,
2022; Yanetal., 2021; Stan & Rostami, 2021) further employ
advanced domain adversarial training strategies to achieve
better adaptation. Thirdly, BAIT (Yang et al., 2023) lever-
ages the maximum classifier discrepancy (Saito et al., 2018)
between two classifiers’ outputs in an adversarial manner to
achieve feature alignment, which has been followed by Tian
et al. (2023), Chu et al. (2022). Fourthly, some TTDA meth-
ods (Ding et al., 2022; Zhang et al., 2022; Liu et al., 2022)
explore the maximum mean discrepancy (MMD) (Gretton et
al., 2012) and propose various conditional variants to reduce
the difference of features across domains. In addition, fea-
tures from different domains could be also aligned through
contrastive learning between source prototypes and target
samples (Qiu et al., 2021; Zhang et al., 2022). To model
the instance-level alignment, MTRAN (Huang et al., 2022)
reduces the difference between features from the target data
and its corresponding variant in the virtual source domain.

3.2.5 Self-Supervised Learning

Self-supervised learning is a learning paradigm tailored to
learn feature representation from unlabeled data based on
pretext tasks (Gidaris et al., 2018; Caron et al., 2018, 2020;
He et al., 2020; Chen et al., 2020). As mentioned earlier,
the centroid-based pseudo labels are similar to the learning
manner of DeepCluster (Caron et al., 2018). Inspired by rota-
tion prediction (Gidaris et al., 2018), SHOT++ (Liang et al.,
2022) further comes up with a relative rotation prediction
task and introduces an additional 4-way classification head
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during adaptation. Besides, OnTA (Wang et al., 2021) and
CluP (Conti et al., 2022) exploit the self-supervised learning
frameworks (He et al., 2020; Caron et al., 2020) for learning
discriminative features as initialization, respectively. TTT++
(Liu et al., 2021) learns an extra self-supervised branch
using contrastive learning (Chen et al., 2020) in the source
model, which facilitates the adaptation in the target domain
with the same objective. FedICON (Tan et al., 2023) lever-
ages unsupervised contrastive learning to guide the model
to smoothly generalize to test data under intra-client hetero-
geneity. Recently, StickerDA (Kundu et al., 2022) designs
three self-supervised objectives such as sticker location, and
optimizes the sticker intervention-based pretext task with the
auxiliary classification head in both the source training and
target adaptation phases.

Remarks In addition, some remaining TTDA methods have
not been covered in the previous discussions. PCT (Tan-
wisuth et al., 2021) and POUF (Tanwisuth et al., 2023) treat
the weights in the classifier layer as source prototypes, and
develop an optimal transport-based feature alignment strat-
egy between target features and source prototypes. Besides,
target prototypes could also be considered representative
labeled data, and such a prototypical augmentation helps cor-
rect the classifier with pseudo-labeling (Xiong et al., 2022).
LA-VAE (Yang et al., 2021) exploits the variational auto-
encoder to achieve latent feature alignment. In addition, the
meta-learning mechanism is adopted in a few studies (Wang
et al., 2021; Bohdal et al., 2022) for the TTDA problem. A
recent work (Naik et al., 2023) even generates common sense
rules and adapts models to the target domain to reduce rule
violations.

3.3 Learning Scenarios of TTDA Algorithms

Closed-set v.s. Open-set Most existing TTDA methods
focus on a closed-set scenario, i.e., Cg = C;, and some TTDA
algorithms (Liang et al., 2020; Huang et al., 2021) are also
validated in a relaxed partial-set setting (Liang et al., 2020),
i.e., C; C Cs. However, several TTDA works (Liang et al.,
2020; Kundu et al., 2020; Feng et al., 2021) consider the
open-set learning scenario where the target label space C;
subsumes the source label space Cs. To allow more flexi-
bility, open-partial-set domain adaptation (You et al., 2019)
C\C; # 0,C\Cy # 1,) is studied in TTDA methods
(Kundu et al., 2020; Deng et al., 2021; Yang et al., 2022).
Moreover, several recent studies (Liang et al., 2021; Qu et
al., 2023) even develop a unified framework for both open-set
and open-partial-set scenarios.

Single-source v.s. Multi-source To fully transfer knowl-
edge from multiple source models, prior TTDA methods
(Liang et al., 2020, 2022; Kundu et al., 2022) extend the
single-source TTDA algorithms by combining these adapted

models together in the target domain. Besides, a couple of
works (Ahmed et al., 2021; Dong et al., 2021) are elaborately
designed for adaptation with multiple source models. While
each source domain typically shares the same label space
with the target domain, UnMSMA-MiFL (Li et al., 2022)
considers a union-set multi-source scenario where the union
set of the source label spaces is the same as the target label
space.

Single-target v.s. Multi-target Several TTDA methods
(Ahmed et al., 2022; Kumar et al., 2023) also validate
the effectiveness of their proposed methods for multi-target
domain adaptations where multiple unlabeled target domains
exist at the same time. It is worth noting that each target
domain may come in a streaming manner, thus the model is
successively adapted to different target domains (Rostami,
2021; Panagiotakopoulos et al., 2022).

Unsupervised v.s. Semi-supervised Some TTDA methods
(Wang et al., 2024; Ma et al., 2022) adapt the source model to
the target domain with only a few labeled target samples and
adequate unlabeled target samples. In these semi-supervised
learning scenarios, the standard classification loss over the
labeled data could be readily incorporated to enhance the
adaptation performance (Liang et al., 2022; Wang et al.,
2024).

White-box v.s. Black-box Sharing a model with all the
parameters may not be flexible for adjustment if the model
turns out to have harmful applications. 3 In this case, the
source model is accessible as a black-box module through
the cloud application programming interface (API). At an
early time, IterLNL (Zhang et al., 2021) treats this black-
box TTDA problem as learning with noisy labels, and DINE
(Liang et al., 2022) develops several structural regulariza-
tions within the knowledge distillation framework. These
approaches inspire many recent black-box TTDA works (Sun
et al., 2022; Peng et al., 2022; Liu et al., 2022; Yang et al.,
2023). Beyond the deep learning framework, several shallow
studies (Chidlovskii et al., 2016; Clinchant et al., 2016) focus
on the black-box TTDA problem with the target features and
their predictions available.

Data v.s. Label shifts Different from TTDA methods that
narrowly focus on adaptation under data distribution change
ps(x) # p7(x), another family of TTA methods studies
label distribution change, ps(y) # p7(y). For instance,
Saerens et al. (2002) propose a well-known prior adaptation
framework that adapts an off-the-shelf classifier to a new
label distribution with unlabeled data at test time, followed
by Lipton et al. (2018), Alexandari et al. (2020). We refer
interested readers to relevant literature (gipka etal.,2022). A
few methods such as ISFDA (Li et al., 2021) and APA (Sun
et al., 2023) pay attention to the class-imbalanced TTDA
scenario where both data and label shifts are present.

3 https://openai.com/blog/openai-api/
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Active TTDA To improve the limited performance gains,
MHPL (Wang et al., 2022) introduces a new setting, active
TTDA, where a few target data can be selected to be labeled
by human annotators. This active setting is also studied by
other methods (Li et al., 2022; Kothandaraman et al., 2023),
and the key point lies in how to select valuable target samples
for labeling.

Miscellaneous TTDA scenarios In addition, researchers
also focus on other aspects of TTDA, e.g., the robustness
against adversarial attacks (Agarwal et al., 2022), the for-
getting of source knowledge (Yang et al., 2021; Liu et al.,
2023), and the vulnerability to membership inference attack
(An et al., 2022) and image-agnostic attacks (e.g., blended
backdoor attack) (Sheng et al., 2023).

4 Test-Time Batch Adaptation

During the testing phase, it is possible that there may exist
a single instance or instances from different distributions.
This situation necessitates the development of techniques
that can adapt off-the-shelf models to individual instances.
To be concise, we refer to this learning scheme as fest-time
instance adaptation (a.k.a., standard test-time training Sun
et al. 2020 and one-sample generalization D’Innocente et al.
2019), which can be viewed as a special case of test-time
domain adaptation (n; = 1).

4.1 Problem Definition

Definition 3 (Test-Time Instance Adaptation, TTIA) Given
a classifier fs learned on the source domain Dg, and an
unlabeled target instance x; € D7 under distribution shift,
test-time instance adaptation aims to leverage the labeled
knowledge implied in fs to infer the label of x; adaptively.

To the best of our knowledge, the concept test-time adap-
tation is first introduced by Wegmann et al. (1998) in 1998,
where the speaker-independent acoustic model is adapted to
a new speaker with unlabeled data at test time. However,
this differs from the definition of test-time instance adapta-
tion mentioned earlier, as it involves using a few instances
instead of a single instance for personalized adaptation. This
scenario is frequently encountered in real-world applications,
such as in single-image models that are tested on real-time
video data (Brahmbhatt et al., 2018; Azimi et al., 2022). To
avoid ambiguity, we further introduce a generalized learning
scheme, test-time batch adaptation, and give its definition as
follows.

Definition 4 (Test-Time Batch Adaptation, TTBA) Given a
classifier fs learned on the source domain Dg, and a mini-
batch of unlabeled target instances {x,1 , xtz, . ,xlB}(B >1)
from D7 under distribution shift, test-time batch adaptation
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aims to leverage the labeled knowledge implied in fs to infer
the label of each instance at the same time.

It is important to acknowledge that the inference of each
instance is not independent, but rather influenced by the
other instances in the mini-batch. Test-Time Batch Adap-
tation (TTBA) can be considered a form of TTDA (Liang et
al., 2020) when the batch size B is sufficiently large. Con-
versely, when the batch size B is equal to 1, TTBA degrades
to TTIA (Sun et al., 2020). Typically, these schemes assume
no access to the source data or the ground-truth labels of data
on the target distribution. In the following, we provide a tax-
onomy of TTBA (including TTIA) algorithms, as well as the
learning scenarios (Table 2).

4.2 Taxonomy on TTBA Algorithms
4.2.1 Batch Normalization Calibration

Normalization layers (e.g., batch normalization Ioffe and
Szegedy 2015 and layer normalization Ba et al. 2016) are
considered essential components of modern neural networks.
For example, a batch normalization (BN) layer calculates the
mean and variance for each activation over the training data
Xs, and normalizes each incoming sample x; as follows,

~ Xy — ]E[XS] + ,3 (16)
=y e +5
Y NXslte

where y and B denote the scale and shift parameters (a.k.a.,
the learnable affine transformation parameters), and € is a
small constant introduced for numerical stability. The BN
statistics (i.e., the mean uy; = E[Xs] and variance osz =

V[Xs]) are typically approximated using EMA over batch-
level estimates {fix, 6,3},

s < (L= p) - pas +p- i, 0f < (1 =p)-ol+p-67,
(17

where p is the momentum, k denotes the training step, and
the statistics over the k-th mini-batch {x;} I.B; | are

. 1 | 2
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where B denotes the batch size at training time. During infer-
ence, the BN statistics estimated at training time are frozen
for each test sample. AdaBN (Li et al., 2017), a seminal
work in the DA literature, suggests that the statistics in the
BN layers represent domain-specific knowledge. To bridge
the domain gap, AdaBN replaces the training BN statistics
with new statistics estimated over the entire target domain.
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Table 2 A taxonomy on TTBA methods with representative strategies

Families

Representative strategies

BN calibration
Model optimization
Meta-learning
Input adaptation

Dynamic inference

PredBN (Nado et al., 2020; Schneider et al., 2020), InstCal (Zou et al., 2022)

TTT (Sun et al., 2020), GeOS (D’Innocente et al., 2019), MEMO (Zhang et al., 2022)
MLSR (Park et al., 2020), Full-OSHOT (Borlino et al., 2022)

TPT (Shu et al., 2022), TTA-DAE (Karani et al., 2021)

LAME (Boudiaf et al., 2022), EMEA (Wang et al., 2021)

PredBN (Nado et al., 2020), a pioneering TTBA method, sub-
stitutes the training BN statistics with those estimated per test
batch.

PredBN+ (Schneider et al., 2020) adopts the running aver-
aging strategy for BN statistics during training and suggests
mixing the BN statistics per batch with the training statistics
{1s, 02} as,

e == p) - s+ pr - s 67
=(1—p)-02+p- 67, (19)

where the test statistics {/i;, 612} are estimated via Eq. (18),
and the hyper-parameter p; controls the trade-off between
training and estimated test statistics. Moreover, TTN (Lim et
al., 2023) presents an alternative solution that calibrates the
estimation of the variance as follows,

2= —p)-024p 67+ p(1 = p)(fir — 15)*. (20)

Instead of using the same value for different BN layers, TTN
optimizes the interpolating weight p, during the post-training
phase using labeled source data. Alternatively, DN (Zhou
et al., 2023) proposes subtracting the mean of embeddings
within each mini-batch before inference.

Typically, methods that rectify BN statistics may suffer
from limitations when the batch size B is small, particularly
when B = 1. SaN (Bahmani et al., 2022) directly attempts
to mix instance normalization (IN) (Ulyanov et al., 2016)
statistics estimated per instance with the training BN statis-
tics. Instead of manually specifying a fixed value at test time,
InstCal (Zou et al., 2022) introduces an additional module
during training to learn the interpolating weight between IN
and BN statistics, allowing the network to dynamically adjust
the importance of training statistics for each test instance.
By contrast, AugBN (Khurana et al., 2021) expands a single
instance to a batch of instances using random augmentation,
then estimates the BN statistics using the weighted average
over these augmented instances.

4.2.2 Model Optimization

Another family of TTBA methods involves adjusting the
parameters of a pre-trained model for each unlabeled test

instance (batch). These methods are generally divided
into two main categories: (1) training with auxiliary tasks
(D’Innocente et al., 2019; Sun et al., 2020; D’Innocente et
al., 2020), which introduces an additional self-supervised
learning task in the primary task during both training and
test phases, and (2) fine-tuning with unsupervised objectives
(Wang et al., 2019; Zhang et al., 2022; Reddy et al., 2022),
which elaborately designs a task-specific objective for updat-
ing the pre-trained model.

Training with auxiliary tasks Motivated by prior works
(Carlucci et al., 2019; Sun et al., 2019) in which incorpo-
rating self-supervision with supervised learning in a unified
multi-task framework enhances adaptation and generaliza-
tion, TTT (Sun et al., 2020) and OSHOT (D’Innocente et
al., 2020) are two pioneering works that leverage the same
self-supervised learning (SSL) task at both training and test
phases, to implicitly align features from the training domain
and the test instance. Specifically, they adopt a common
multi-task architecture, comprising the primary classifica-
tion head h.(-; 6.), the SSL head hy(-; 6), and the shared
feature encoder f,(-; 6,). The following joint objective of
TTT or OSHOT is optimized at the training stage,

errec’ s

ng
62.62,6; = argmin } " Lpi(xi, yi: be. 6c)

e ,0c,05 i=1

+Ls1(xi5 Oe, by), 2n

where £ ,; denotes the primary objective (e.g., cross-entropy
for classification tasks), and L,y denotes the auxiliary SSL
objective (e.g., rotation prediction Gidaris et al. 2018 and
solving jigsaw puzzles Carlucci et al. 2019). For each test
instance x;, TTT (Sun et al., 2020) first adjusts the feature
encoder f,(-; 8,) by optimizing the SSL objective,

Oe (x;) = argmin Ly (x;5 65, 0c), (22)

Oe

then obtains the prediction with the adjusted model as y =
he(fe(x; 00(x1)); 6F). By contrast, OSHOT (D’Innocente et
al., 2020) modifies the parameters of both the feature encoder
and the SSL head according to the SSL objective at test time.
Generally, many follow-up methods adopt the same auxiliary
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training strategy by developing various self-supervisions for
different applications (Zhang et al., 2020; Hansen et al., 2021;
Gandelsman et al., 2022). Among them, TTT-MAE (Gan-
delsman et al., 2022) is arecent extension of TTT that utilizes
the transformer backbone and replaces the self-supervision
with masked autoencoders (He et al., 2022).

To increase the dependency between the primary task
and the auxiliary task, GeOS (D’Innocente et al., 2019)
further adds the features of the SSL head to the primary
head. SR-TTT (Lyu et al., 2022) does not follow the Y-
shaped architecture but instead utilizes an explicit connection
between the primary task and the auxiliary task. Specifically,
SR-TTT takes the output of the primary task as the input
of the auxiliary task. TTCP (Sarkar et al., 2022) follows the
same pipeline as TTT, but it leverages a test-time prediction
ensemble strategy by identifying augmented samples that the
SSL head could correctly classify.

Training-agnostic fine-tuning To avoid modifying training
with auxiliary tasks in the source domain, the other methods
focus on developing unsupervised objectives solely for opti-
mizing the model at test time. DIEM (Wang et al., 2019)
proposes a selective entropy minimization objective for
pixel-level semantic segmentation, while MALL (Reddy et
al., 2022) enforces edge consistency prior through a weighted
normalized cut loss. Besides, MEMO (Zhang et al., 2022)
optimizes the entropy of the averaged prediction over multi-
ple random augmentations of the input sample. PromptAlign
(Samadh et al., 2023) additionally handles the train-test dis-
tribution shift by matching the mean and variances of the test
sample and the source dataset statistics. TTAS (Bateson et
al., 2022) further develops a class-weighted entropy objec-
tive, while SUTA (Lin et al., 2022) additionally incorporates
minimum class confusion to reduce the uncertainty. A recent
work (Zhao et al., 2024) develops a reinforcement learning
approach that updates the model parameters via policy gra-
dient to maximize the expected reward.

Self-supervised consistency regularization under various
input variations is also favorable in customizing the pre-
trained model for each test input (Liu et al., 2022; Jin et
al., 2023). In particular, SCIO (Kan et al., 2022) develops a
self-constrained optimization method to learn the coherent
spatial structure. While adapting image models to a video
input (Brahmbhatt et al., 2018; Li et al., 2020), ensuring
temporal consistency between adjacent frames is a crucial
aspect of the unsupervised learning objective. Many other
methods directly update the model with the unlabeled objec-
tives tailored to specific tasks, e.g., image matching (Hong
& Kim, 2021), image denoising (Mohan et al., 2021), gener-
ative modeling (Bau et al., 2019), and style transfer (Kim
et al.,, 2024). In addition, the model could be adapted to
each instance by utilizing the generated data at test time. As
an illustration, TTL-EQA (Banerjee et al., 2021) generates
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numerous synthetic question-answer pairs and subsequently
leverages them to infer answers in the given context. ZSSR
(Shocher et al., 2018) trains a super-resolution network using
solely down-sampled examples extracted from the test image
itself.

4.2.3 Meta-Learning

MAML (Finn et al., 2017), a notable example of meta-
learning (Hospedales et al., 2021), learns a meta-model that
can be quickly adapted to perform well on a new task using a
small number of samples and gradient steps. Such a learning
paradigm is typically well-suited for test-time adaptation,
where we can update the meta-model using an unlabeled
objective over a few test data. There exist two distinct cat-
egories: backward propagation (Park et al., 2020; Borlino
et al., 2022), and forward propagation (Dubey et al., 2021;
Kimetal., 2022). The latter category does not alter the trained
model but includes the instance-specific information in the
dynamical neural network.

Backward propagation Inspired by the pioneering work
(Shocher et al., 2018), MLSR (Park et al., 2020) develops
a meta-learning method based on MAML for single-image
super-resolution. Concretely, the meta-objective w.r.t. the
network parameter 6 is shown as,

min }  L(LR;, HR;; 0 —aVsL(LR; |, LR;:0),  (23)

where L(A, B; 0) = || fo(A) — B||% is the loss function, o
is the learning rate of gradient descent, and LR; | denotes
the down-scaled version of the low-resolution input in the
paired trained data (LR;, HR;). At inference time, MLSR
first adapts the meta-learned network to the low-resolution
test image and its down-sized image (LR ) using the param-
eter 6* learned in Eq. (23) as initialization,

6, < 0* —aVyL(LR |,LR;6%), (24)

then generates the high-resolution (HR) image as fp, (LR).
Such a meta-learning mechanism based on self-supervised
learning has been utilized by follow-up methods (Chi et
al.,, 2021; Liu et al., 2022; Min et al., 2023). Among
them, MetaVFI (Choi et al., 2021) further introduces self-
supervised cycle consistency for video frame interpolation.

As an alternative, Full-OSHOT (Borlino et al., 2022) pro-
poses a meta-auxiliary learning approach that optimizes the
shared encoder with an inner auxiliary task, providing a bet-
ter initialization for the subsequent primary task:

g)ni(-)n ; ﬁpri (xi, yi; 0 — ereﬁssl (xi50¢,05),0c), (25)
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and the definitions of variables are the same as OSHOT
(D’Innocente et al., 2020) in Eq. (21). After the meta-training
phase, the parameters (6,, 65) are updated for each test sam-
ple according to the auxiliary self-supervised objective. This
learning paradigm is also known as meta-tailoring (Alet et
al., 2021), where L in the inner loop affects the optimiza-
tion of £,,; in the outer loop. Subsequent methods exploit
various self-supervisions in the inner loop, including con-
trastive learning (Alet et al., 2021) and reconstruction (Sain
et al., 2022; Liu et al., 2023).

Forward propagation Apart from the shared encoder f,(6,)
above, several other meta-learning methods exploit the nor-
malization statistics (Zhang et al., 2021; Bao et al., 2023)
or domain prototypes (Dubey et al., 2021; Kim et al., 2022)
from the inner loop, allowing backward-free adaptation at
inference time. Besides, some works incorporate extra meta-
adjusters (Sun et al., 2022) or learnable prompts (Ben-David
et al., 2022), by taking the instance embedding as input, to
dynamically generate a small subset of parameters in the net-
work, which are optimized at the training phase. DSON (Seo
et al., 2020) proposes to fuse IN with BN statistics by lin-
early interpolating the means and variances, incorporating
the instance-specific information in the trained model. Fol-
lowing another popular meta-learning framework (Li et al.,
2019), SSGen (Xiao et al., 2022) suggests episodically divid-
ing the training data into meta-train and meta-test to learn
the meta-model, which is subsequently applied to the entire
training data for final test-time inference. It is also employed
by Xu et al. (2022), Segu et al. (2023) where multiple source
domains are involved during training.

4.2.4 Input Adaptation

In contrast to model-level optimization, which updates pre-
trained models for input data, another line of TTBA methods
focuses on changing input data for pre-trained models
(Karani et al., 2021; Zhao et al., 2022; Gao et al., 2023).
For example, TPT (Shu et al., 2022) freezes the pre-trained
multimodal model and only learns the extra text prompt based
on the marginal entropy of each instance. Another approach,
CVP (Tsai et al., 2023), optimizes the convolutional visual
prompts in the input under the guidance of a self-supervised
contrastive learning objective.

TTA-AE (He et al., 2021) additionally learns a set of auto-
encoders in each layer of the trained model at training time. It
is posited that unseen inputs have larger reconstruction errors
than seen inputs, thus a set of domain adaptors is introduced
at test time to minimize the reconstruction loss. Similarly,
TTA-DAE (Karani et al., 2021) only learns an image-to-
image translator (a.k.a., input adaptor) for each input so that
the frozen training-time denoising auto-encoder could well
reconstruct the network output. TTO-AE (Li et al., 2022) fol-

lows the Y-shaped architecture of TTT and optimizes both
the shared encoder and the additional input adaptor to mini-
mize reconstruction errors in both heads. Instead of auxiliary
auto-encoders, AAvTTT (Valvano et al., 2022) leverages a
discriminator that is adversarially trained to distinguish real
from predicted network outputs, so that the prediction out-
put for each adapted test input satisfies the adversarial output
prior.

OST (Termohlen et al., 2021) proposes mapping the tar-
get input onto the source data manifold using Fourier style
transfer (Yang & Soatto, 2020), serving as a pre-processor
to the primary network. By contrast, TAF-Cal (Zhao et al.,
2022) further utilizes the average amplitude feature over the
training data to perform Fourier style calibration (Yang &
Soatto, 2020) at both training and test phases, bridging the
gap between training and test data. It is noteworthy that
imposing a data manifold constraint (Pandey et al., 2021,
Sarkar et al., 2022; Gao et al., 2023; Xiao et al., 2023) can
aid in achieving better alignment between the test data and
unseen training data. Specifically, ITTP (Pandey et al., 2021)
trains a generative model over source features with target fea-
tures projected onto points in the source feature manifold for
final inference. DDA (Gao et al., 2023) exploits the gener-
ative diffusion model for target data, while ESA (Xiao et
al., 2023) updates the target feature by energy minimization
through Langevin dynamics.

In addition to achieving improved recognition results
against domain shifts, a certain number of TTBA methods
also explore input adaptation for the purpose of test-time
adversarial defense (Shi et al., 2021; Yoon et al., 2021; Mao
et al., 2021; Alfarra et al., 2022). Among them, Anti-Adv
(Alfarra et al., 2022) perturbs the test input to maximize
the classifier’s prediction confidence. Besides, SOAP (Shi
et al., 2021) leverages self-supervisions like rotation predic-
tion at both training and test phases and purifies adversarial
test examples based on self-supervision only. SSRA (Mao et
al., 2021) only exploits the self-supervised consistency under
different augmentations at test time to remove adversarial
noises in the attacked data.

4.2.5 Dynamic Inference

LAME (Boudiaf et al., 2022) utilizes neighbor consistency
to enforce consistent assignments on neighboring points in
the feature space, without modifying the pre-trained model.
Upon multiple pre-trained models learned from the source
data, a few works (Wang et al.,2021; Zhang et al., 2023) learn
the weights for each model, without making any changes to
the models themselves. For example, EMEA (Wang et al.,
2021) employs entropy minimization to update the ensemble
coefficients before each model. GPR (Jain & Learned-Miller,
2011) is one of the early works that only adjusts the network
predictions instead of the pre-trained model. In particular, it
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bootstraps the more difficult faces in an image from the more
easily detected faces and adopts Gaussian process regression
to encourage smooth predictions for similar patches.

4.3 Learning Scenarios of TTBA Algorithms

Instance v.s. Batch As defined above, test-time adaptation
could be divided into two cases: instance adaptation (Sun et
al., 2020; Zhang et al., 2022) and batch adaptation (Schneider
et al., 2020; Brahmbhatt et al., 2018), according to whether
a single instance or a batch of instances exist at test time.
Single v.s. Multiple In contrast to vanilla test-time adaptation
that utilizes the pre-trained model from one single source
domain, some works (e.g., D’Innocente et al. 2019, Pandey
et al. 2021, Wang et al. 2021, Xiao et al. 2022, Zhao et al.
2022, Xiao et al. 2023, Zhang et al. 2023) are interested
in domain generalization problems where multiple source
domains exist.

White-box v.s. Black-box A majority of TTBA methods
focus on adapting white-box models to test instances, while
some other works (e.g., Jain and Learned-Miller 2011, Chen
etal. 2019, Zhang et al. 2023) do not have access to the param-
eters of the pre-trained model (black-box) and instead adjust
the predictions according to generic structural constraints.
Customized v.s. On-the-fly Most existing TTA methods
require training one or more customized models in the source
domain, e.g., TTT (Sun et al., 2020) employs a Y-shaped
architecture with an auxiliary head. However, it may be not
allowed to train the source model in a customized manner
for some real-world applications. Other works (Zhang et al.,
2022; Alfarra et al., 2022) do not rely on customized train-
ing in the source domain but develop flexible techniques for
adaptation with on-the-fly models.

5 Online Test-Time Adaptation

Previously, we have considered various test-time adaptation
scenarios where pre-trained source models are adapted to a
domain (Liang et al., 2020; Li et al., 2020), a mini-batch
(Schneider et al., 2020; Zhang et al., 2021), or even a single
instance (Sun et al., 2020; Zhang et al., 2022) at test time.
However, offline test-time adaptation typically requires a cer-
tain number of samples to form a mini-batch or a domain,
which may be infeasible for streaming data scenarios where
data arrives continuously and in a sequential manner. To reuse
past knowledge like online learning, TTT (Sun et al., 2020)
employs an online variant that does not optimize the model
episodically for each input but instead retains the optimized
model for the last input.
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5.1 Problem Definition

Definition 5 (Online Test-Time Adaptation, OTTA) Given
a well-trained classifier fs on the source domain Dg and
a sequence of unlabeled mini-batches {8, By, - - - }, online
test-time adaptation aims to leverage the labeled knowledge
implied in fs to infer labels of samples in 3; under distribu-
tion shift, in an online manner. In other words, the knowledge
learned in previously seen mini-batches could be accumu-
lated for adaptation to the current mini-batch.

The above definition corresponds to the problem addressed
in Tent (Wang et al., 2021), where multiple mini-batches are
sampled from a new data distribution that is distinct from
the source data distribution. Besides, it also encompasses the
online test-time instance adaptation problem, as introduced
in TTT-Online (Sun et al., 2020) when the batch size equals
1. However, samples at test time may come from a variety
of different distributions, leading to new challenges such as
error accumulation and catastrophic forgetting. To address
this issue, CoOTTA (Wang et al., 2022) and EATA (Niu et al.,
2022) investigate the continual test-time adaptation problem
that adapts the pre-trained source model to the continually
changing test data. Such a non-stationary adaptation problem
could be also viewed as a special case of the definition above,
when each mini-batch may come from a different distribution
(Table 3).

5.2 Taxonomy on OTTA Algorithms
5.2.1 Batch Normalization Calibration

As noted in the previous section, normalization layers such
as batch normalization (BN) (Ioffe & Szegedy, 2015) are
commonly employed in modern neural networks. Typically,
BN layers can encode domain-specific knowledge into nor-
malization statistics (Li et al., 2017). A recent work (Niu
et al., 2023) further investigates the effects of different nor-
malization layers under the test-time adaptation setting. In
the following, we mainly focus on the BN layer due to its
widespread usage in existing methods.

Tent (Wang et al., 2021) and RNCR (Hu et al., 2021) pro-
pose replacing the fixed BN statistics (i.e., mean and variance
{ws, 052}) in the pre-trained model with the estimated ones
{fis, 62} from the ¢-th test batch. CD-TTA (Song et al., 2022)
develops a switchable mechanism that selects the most sim-
ilar one from multiple BN branches in the pre-trained model
using the Bhattacharya distance. Besides, Core (You et al.,
2021) calibrates the BN statistics by interpolating between
the fixed source statistics and the estimated ones at test time,
namely, j1; = pfi;+ (1 —p) s, 0y = p&;+ (1 — p)os, where
p € [0, 1] is a momentum hyper-parameter.
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Table 3 A taxonomy on OTTA

. . Families
methods with representative

Representative Strategies

strategies BN calibration

Entropy minimization
Pseudo-labeling
Consistency regularization

Anti-forgetting regularization

DUA (Mirza et al., 2022), DELTA (Zhao et al., 2023)
Tent (Wang et al., 2021), SAR (Niu et al., 2023)

T3A (Iwasawa & Matsuo, 2021), TAST (Jang et al., 2023)
CFA (Kojima et al., 2022), PETAL (Brahma & Rai, 2023)
CoTTA (Wang et al., 2022), EATA (Niu et al., 2022)

Similar to the running average estimation of BN statistics
during training, ONDA (Mancini et al., 2018) proposes ini-
tializing the BN statistics {uo, og} as {lg, asz} and updating
them for the 7-th test batch,

e = piy + (1 — p)p—1,

n n (26)
(7[2=p‘7[2+(1_,0) d 1012_1’

ng —

where n; denotes the number of samples in the batch, and
p is a momentum hyper-parameter. Instead of a constant
value for p, MECTA (Hong et al., 2023) considers a heuristic
weight through computing the distance between {u;—1, oy—1}
and {/i;, 6;}. EDTN (Wang et al., 2024) further introduces
a straightforward layer-wise strategy to set the momentum
hyper-parameters for different layers.

To decouple the gradient backpropagation and the selec-
tion of BN statistics, GpreBN (Yang et al., 2022) and DELTA
(Zhao et al., 2023) adopt the following reformulation of batch
re-normalization (Ioffe, 2017),

R x[;_tu' -58(67) +sg(fLe) —
Xr=y- . + B, (27)

where sg(-) denotes the stop-gradient operation, and {y, 8}
are the affine parameters in the BN layer. To obtain stable BN
statistics {1, 02}, these methods utilize the test-time dataset-
level running statistics via the moving average like Eq. (26).

For online adaptation with a single sample, MixNorm (Hu
et al., 2021) mixes the estimated IN statistics with the expo-
nential moving average BN statistics at test time. On the other
hand, DUA (Mirza et al., 2022) adopts a decay strategy for
the weighting hyper-parameter p and forms a small batch
from a single image to stabilize the online adaptation pro-
cess. To obtain more accurate estimates of test-time statistics,
NOTE (Gong et al., 2022) maintains a class-balanced mem-
ory bank that is utilized to update the BN statistics using an
exponential moving average. Additionally, NOTE proposes
a selective mixing strategy that only calibrates the BN statis-
tics for detected out-of-distribution samples. TN-SIB (Zhang
et al., 2022) also leverages a memory bank that provides
samples with similar styles to the test sample, to accurately
estimate BN statistics.

5.2.2 Entropy Minimization

Entropy minimization is a widely used technique to handle
unlabeled data. A pioneering approach, Tent (Wang et al.,
2021), proposes minimizing the mean entropy over the test
batch to update the affine parameters {y, } of BN layers
in the pre-trained model, followed by various subsequent
methods (Gong et al., 2022; Yang et al., 2022). Notably,
VMP (Jing et al., 2022) reformulates Tent in a probabilis-
tic framework by introducing perturbations into the model
parameters by variational Bayesian inference. Several other
methods (Tang et al., 2023; Yi et al., 2023) also focus on
minimizing the entropy at test time but utilize different com-
binations of learnable parameters. BACS (Zhou & Levine,
2021) incorporates the entropy regularization for unlabeled
data in the approximate Bayesian inference algorithm, and
samples multiple model parameters to obtain the marginal
probability for each sample. In addition, TTA-PR (Sivaprasad
& Fleuret, 2021) proposes minimizing the average entropy of
predictions under different augmentations. FEDTHE+ (Jiang
& Lin, 2023) employs the same adaptation scheme as MEMO
(Zhang et al., 2022) that minimizes the entropy of the average
prediction over different augmentations.

To avoid overfitting to non-reliable and redundant test
data, EATA (Niu et al., 2022) develops a sample-efficient
entropy minimization strategy that identifies samples with
lower entropy values than the pre-defined threshold for
model updates, which is also adopted by follow-up meth-
ods (Song et al., 2023; Niu et al., 2023). CD-TTA (Song et
al., 2022) leverages the similarity between feature statistics
of the test sample and source running statistics as sample
weights, instead of using discrete weights {0, 1}. Besides,
DELTA (Zhao et al., 2023) derives a class-wise re-weighting
approach that associates sample weights with corresponding
pseudo labels to mitigate bias towards dominant classes.

There exist many alternatives to entropy minimization for
adapting models to unlabeled test samples including class
confusion minimization (You et al., 2021), batch nuclear-
norm maximization (Hu et al., 2021), maximum squares loss
(Song et al., 2022), and mutual information maximization
(Kingetsuetal., 2022; Choi et al., 2022). In addition, MuSLA
(Kingetsu et al., 2022) further considers the virtual adversar-
ial training objective that enforces classifier consistency by
adding a small perturbation to each sample. SAR (Niu et al.,

@ Springer



International Journal of Computer Vision

2023) encourages the model to lie in a flat area of the entropy
loss surface and optimizes the minimax entropy objective
below,

min max H(x; 60 + Ag), (28)
0 [Agllz=e

where H(-) denotes the entropy function, and Ay denotes the
weight perturbation in a Euclidean ball with radius €. More-
over, a few methods (Kundu et al., 2022; Yang et al., 2023)
even employ entropy maximization for specific tasks, for
example, AUTO (Yang et al., 2023) performs model updating
for unknown samples at test time.

5.2.3 Pseudo-Labeling

Unlike the unidirectional process of entropy minimization,
many OTTA methods (Belli et al., 2022; Kingetsu et al.,
2022; Boudiaf et al., 2022; Song et al., 2022) adopt pseudo
labels generated at test time for model updates. Among them,
MM-TTA (Shin et al., 2022) proposes a selective fusion
strategy to ensemble predictions from multiple modalities.
Besides, DLTTA (Yang et al., 2022) obtains soft pseudo
labels by averaging the predictions of its nearest neighbors
in a memory bank, and subsequently optimizes the sym-
metric KL divergence between the model outputs and these
pseudo labels. TAST (Jang et al., 2023) proposes a simi-
lar approach that reduces the difference between predictions
from a prototype-based classifier and a neighbor-based clas-
sifier. Notably, SLR+IT (Mummadi et al., 2021) develops a
negative log-likelihood ratio loss instead of the commonly
used cross-entropy loss, providing non-vanishing gradients
for highly confident predictions.

Conjugate-PL (Goyal et al., 2022) presents a way of
designing unsupervised objectives for TTA by leveraging the
convex conjugate function. The resulting objective resembles
self-training with specific soft labels, referred to as conjugate
pseudo labels. A recent work (Wang & Wibisono, 2023) theo-
retically analyzes the difference between hard and conjugate
labels under gradient descent for a binary classification prob-
lem. Motivated by the idea of negative learning (Kim et al.,
2019), ECL (Zeng et al., 2024) further considers complemen-
tary labels from the least probable categories. Besides, T3A
(Iwasawa & Matsuo, 2021) proposes merely adjusting the
classifier layer by computing class prototypes using online
unlabeled data and classifying each unlabeled sample based
on its distance to these prototypes.

5.2.4 Consistency Regularization

In the classic mean teacher (Tarvainen & Valpola, 2017)
framework, the pseudo labels under weak data augmenta-
tion obtained by the teacher network are known to be more
stable. Built on this framework, RMT (Dobler, 2023) pur-
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sues the teacher-student consistency in predictions through
a symmetric cross-entropy measure, while OIL (Ye et al.,
2022) only exploits highly confident samples during con-
sistency maximization. VDP (Gan et al., 2023) utilizes this
framework to update visual domain prompts with the pre-
trained model being frozen. Moreover, CoTTA (Wang et al.,
2022) further employs multiple augmentations to refine the
pseudo labels from the teacher network, which is also applied
in other methods (Brahma & Rai, 2023; Tomar et al., 2023;
Maetal., 2023). Inspired by maximum classifier discrepancy
(Saito et al., 2018), AdaODM (Zhang & Chen, 2023) pro-
poses minimizing the prediction disagreement between two
classifiers at test time to update the feature encoder.

Apart from the model variation above, several methods
(Sivaprasad & Fleuret, 2021; Das et al., 2023; Lumentut &
Park, 2022; Su et al., 2022; Chen et al., 2023) also enforce the
consistency of the corresponding predictions among different
augmentations. In particular, SWR-NSP (Choi et al., 2022)
introduces an additional nearest source prototype classifier at
test time and minimizes the difference between predictions
under two different augmentations. Besides, many methods
(Guan et al., 2021; Kuznietsov et al., 2022; Kim et al., 2022;
Belli et al., 2022; Yi et al., 2023) leverage the temporal
coherence for video data and design a temporal consistency
objective at test time. For example, TeCo (Yi et al., 2023)
encourages adjacent frames to have semantically similar fea-
tures to increase the robustness against corruption at test time.

In contrast to constraints in the prediction space, FEDTHE+
(Jiang & Lin, 2023) pursues consistency in the feature space.
Several other OTTA methods (Wu et al., 2021; Débler, 2023,
Su et al., 2022)) even pursue consistency between test fea-
tures and source or target prototypes in the feature space.
CFA (Kojimaetal., 2022) further proposes matching multiple
central moments to achieve feature alignment. Furthermore,
ACT-MAD (Mirza et al., 2023) performs feature alignment
by minimizing the discrepancy between the pre-computed
training statistics and the estimates of test statistics. TTAC
(Su et al., 2022) calculates the online estimates of feature
mean and variance at test time instead. Besides, CAFA (Jung
et al., 2023) uses the Mahalanobis distance to achieve low
intra-class variance and high inter-class variance for test data.

5.2.5 Anti-forgetting Regularization

Previous studies (Wang et al., 2022; Niu et al., 2022) find
that the model optimized by TTA methods suffers from
severe performance degradation (named forgetting) on orig-
inal training samples. To mitigate the forgetting issue, a
natural solution is to keep a small subset of training data that
is further learned at test time as regularization (Belli et al.,
2022; Dobler, 2023; Kuznietsov et al., 2022). PAD (Wuet al.,
2021) comes up with an alternative approach that keeps the
relative relationship of irrelevant auxiliary data unchanged
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after test-time optimization. AUTO (Yang et al., 2023) main-
tains a memory bank to store easily recognized samples for
replay and prevents overfitting towards unknown samples at
test time.

Another anti-forgetting solution lies in using merely a few
parameters for test-time model optimization. For example,
Tent (Wang et al., 2021) only optimizes the affine parameters
in the BN layers for test-time adaptation, and AUTO (Yang
et al., 2023) updates the last feature block in the pre-trained
model. SWR-NSP (Choi et al., 2022) divides the entire model
parameters into shift-agnostic and shift-biased parameters
and updates the former less and the latter more. Recently,
VDP (Gan et al., 2023) fixes the pre-trained model but only
optimizes the input prompts during adaptation.

Besides, CoTTA (Wang et al., 2022) proposes a stochastic
restoration technique that randomly restores a small num-
ber of parameters to the initial weights in the pre-trained
model. PETAL (Brahma & Rai, 2023) further selects param-
eters with smaller gradient norms in the entire model for
restoration. By contrast, EATA (Niu et al., 2022) introduces
an importance-aware Fisher regularizer to prevent excessive
changes in model parameters. The importance is estimated
from test samples with generated pseudo labels. SAR (Niu et
al., 2023) proposes a sharpness-aware and reliable optimiza-
tion scheme, which removes samples with large gradients and
encourages model weights to lie in a flat minimum. Further,
EcoTTA (Song et al., 2023) presents a self-distilled regular-
ization by forcing the output of the test model to be close to
that of the pre-trained model.

Remarks There are several other solutions for the OTTA
problem, e.g., meta-learning (Zhang et al., 2022; Wu et al.,
2023), Hebbian learning (Tang et al., 2023), and adversarial
data augmentation (Tomar et al., 2023). TDA (Karmanov et
al., 2024) further provides a training-free solution by lever-
aging a dynamic memory bank that stores pseudo labels and
features from previous samples.

5.3 Learning Scenarios of OTTA Algorithms

Stationary v.s. Dynamic In contrast to vanilla OTTA (Wang
et al., 2021) that assumes the test data comes from a sta-
tionary distribution, dynamic OTTA assumes a dynamically
changing distribution including continual OTTA (Wang et al.,
2022), temporal OTTA (Gong et al., 2022), gradual OTTA
(Dobler, 2023), and practical OTTA (Yuan et al., 2023). A
recent study (Marsden et al., 2024) delves into the realm of
universal OTTA, a more complex setting where both domain
non-stationarity and temporal correlation may coexist, with
the specific test-time scenario often remaining unknown.

Data v.s. Label shifts While the majority of OTTA methods
concentrate on shifts in data distribution, some approaches
(Yang & Zhou, 2008; Royer & Lampert, 2015; Wu et al.,

2021) investigate changes in label distribution. Two inter-
esting cases with online feedback are studied in Royer and
Lampert (2015), i.e., online feedback (the correct label is
revealed to the system after prediction) and bandit feedback
(the decision made by the system is correct or not is revealed).

Other differences between OTTA methods are the same as
TTBA, i.e., instance v.s. batch, customized v.s. on-the-fly,
and single v.s. multiple.

6 Applications *
6.1 Image Classification

The most common application of test-time adaptation is
multi-class image classification. Firstly, TTDA methods are
commonly evaluated and compared on widely used DA
datasets, including Digits, Office, Office-Home, VisDA-C,
and DomainNet, as described in previous studies (Liang
et al., 2020, 2022; Zhang et al., 2022). Secondly, TTBA
and OTTA methods consider natural distribution shifts in
object recognition datasets, e.g., corruptions in CIFAR-10-
C, CIFAR-100-C, and ImageNet-C, natural renditions in
ImageNet-R, misclassified real-world samples in ImageNet-
A, and unknown distribution shifts in CIFAR—10.1, as
detailed in previous studies (Sun et al., 2020; Schneider et
al., 2020; Wang et al., 2021; Zhang et al., 2022). In addition,
TTBA and OTTA methods are also evaluated in DG datasets
such as VLCS, PACS, and Office-Home, as described in pre-
vious studies (D’Innocente et al., 2019; Pandey et al., 2021,
Iwasawa & Matsuo, 2021; Gan et al., 2023).

6.2 Semantic Segmentation

Semantic segmentation aims to categorize each pixel of the
image into a set of semantic labels, which is a critical mod-
ule in autonomous driving. Many domain adaptive seman-
tic segmentation datasets, such as GTAS-to-Cityscapes,
SYNTHIA-to-Cityscapes, and Cityscapes-to-Cross-City, are
commonly adopted to evaluate TTDA methods, as depicted
in (Sivaprasad and Fleuret 2021; Liu et al. 2021; Wang et al.
2022). In addition to these datasets, BDD100k, Mapillary,
and WildDash2, and IDD are also used to conduct compar-
isons for TTBA and OTTA methods, as shown in (Zou et
al. 2022; Bahmani et al. 2022). OTTA methods further uti-
lize Cityscapes-to-ACDC and Cityscapes-to-Foggy&Rainy
Cityscapes for evaluation and comparison, as described in
(Wang et al. 2022; Volpi et al. 2022).

4 A table of commonly used datasets across various TTA applications
is also provided in the GitHub repository.
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6.3 Object Detection

Object detection is a fundamental computer vision task
that involves locating instances of objects in images. While
early TTA methods (Jamal et al., 2018; RoyChowdhury
et al., 2019) focus on binary tasks such as pedestrian
and face detection, lots of current efforts are devoted
to generic multi-class object detection. Typically, many
domain adaptive object detection tasks including Cityscapes-
to-BDD100k, Cityscapes-to-Foggy Cityscapes, KITTI-to-
Cityscapes, Sim10k-to-Cityscapes, Pascal-to-Clipart& Water-
color are commonly used by TTDA methods for evaluation
and comparison, as detailed in (Li et al. 2021; Huang et al.
2021; Lietal. 2022; Sinha et al. 2023). Additionally, datasets
like VOC-to-Social Bikes and VOC-to-AMD are employed
to evaluate TTBA methods (D’Innocente et al., 2020; Borlino
et al., 2022).

6.4 Beyond Vanilla Object Images

Medical images Medical image analysis is another impor-
tant downstream field of TTA methods, e.g., medical image
classification (Ma et al., 2022; Wang et al., 2022), medical
image segmentation (He et al., 2021; Karani et al., 2021), and
medical image detection (Liu & Yuan, 2022). Among them,
medical segmentation attracts the most attention in this field.
3D point clouds Nowadays, 3D sensors have become a cru-
cial component of perception systems. Many tasks for 2D
images have been adapted for LiDAR point clouds, such
as 3D object classification (Tian et al., 2022), 3D semantic
segmentation (Saltori et al., 2022), and 3D object detection
(Saltori et al., 2020).

Videos As mentioned above, TTBA and OTTA methods can
address how to efficiently adapt an image model to real-time
video data for problems such as depth prediction (Liu et al.,
2023) and frame interpolation (Choi et al., 2021). Besides,
a few studies investigate the TTDA scheme for other video-
based tasks including action recognition (Xu et al., 2022;
Huang et al., 2022; Yi et al., 2023; Zeng et al., 2023), opti-
cal flow estimation (Ayyoubzadeh et al., 2023) and object
segmentation (Bertrand et al., 2023).

Multi-modal data Researchers also develop different TTA
methods for various multi-modal data, e.g., RGB and audio
(Plananamente et al., 2022), RGB and depth (Ahmed et al.,
2022; Shin et al., 2022), RGB and motion (Huang et al.,
2022), and image-text pairs (Wen et al., 2024). Furthermore,
the development of multi-modal pre-trained models such
as CLIP (Radford et al., 2021) enables image classification
through image-to-text matching, gaining popularity among
recent TTA methods (Samadh et al., 2023; Zhou et al., 2023;
Ma et al., 2023; Zhao et al., 2024).

Face and body data Facial data is also an important appli-
cation of TTA methods, such as face recognition (Zhang et
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al., 2022), face anti-spoofing (Wang et al., 2021; Liu et al.,
2022; Zhou et al., 2022), and expression recognition (Conti
et al., 2022). For body data, TTA methods also pay attention
to tasks such as pose estimation (Zhang et al., 2020; Kan et
al., 2022; Ding et al., 2024) and mesh reconstruction (Guan
et al., 2021; Li et al., 2020).

6.5 Beyond Vanilla Recognition Problems

Low-level vision TTA methods can be applied to low-level
vision problems, e.g., image super-resolution (Park et al.,
2020; Deng et al., 2023), image deblurring (Chi et al., 2021),
and image dehazing (Liu et al., 2022). Besides, TTA is also
introduced to image registration (Zhu et al., 2021; Hong &
Kim, 2021), inverse problems (Hussein et al., 2020; Darestani
et al., 2022), and quality assessment (Liu et al., 2022).
Retrieval Besides classification problems, TTA can also
be applied to kinds of retrieval scenarios, e.g., person
re-identification (Wu et al., 2019; Xu et al., 2022), sketch-
to-image retrieval (Sain et al., 2022; Paul et al., 2022),
image-text matching (Zhou et al., 2023), and fair image
retrieval (Kong et al., 2023).

Generative modeling TTA method can also vary the pre-
trained generative model for style transfer and data genera-
tion (Bau et al., 2019; Kim et al., 2024; Nitzan et al., 2022).
Defense Another interesting application is test-time adver-
sarial defense (Shi et al., 2021; Yoon et al., 2021; Alfarra
et al., 2022), which tries to generate robust predictions for
possible perturbed samples.

6.6 Natural Language Processing (NLP)

The TTA paradigm is also studied in tasks of the NLP field,
such as reading comprehension (Banerjee et al., 2021), ques-
tion answering (Ye et al., 2022), sentiment analysis (Zhang et
al., 2021), entity recognition (Wang et al., 2021), and aspect
prediction (Ben-David et al., 2022). In particular, a compe-
tition 5 has been launched under data sharing restrictions,
comprising two NLP semantic tasks (Laparra et al., 2021):
negation detection and time expression recognition.

6.7 Beyond CV and NLP

Graph data For graph data (e.g., social networks), TTA
methods are evaluated and compared on either graph clas-
sification (Wang et al., 2022) or node classification (Jin et
al., 2023).

Speech processing As far, there have been three TTA meth-
ods, i.e., audio classification (Boudiaf et al., 2023), speaker
verification (Kim et al., 2022) and speech recognition (Lin
et al., 2022).

3 https://competitions.codalab.org/competitions/26152
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Miscellaneous signals TTA methods have been also vali-
dated on other types of signals, e.g., radar signals (Cao et al.,
2021), EEG signals (Lee et al., 2023), and vibration signals
(Jiao et al., 2022).

Reinforcement learning Some TTA methods (Hansen et
al., 2021; Liu & Fang, 2023) also address the generalization
of reinforcement learning policies across different environ-
ments.

6.8 Evaluation

As the name suggests, TTA methods should evaluate the
performance of test data after test-time optimization imme-
diately. However, there are different protocols for evaluating
TTA methods in the field, making a rigorous evaluation
protocol important. Firstly, some TTDA works, particu-
larly for domain adaptive semantic segmentation (Sivaprasad
& Fleuret, 2021; Wang et al., 2022) and classification on
DomainNet, adapt the source model to an unlabeled target
set and evaluate the performance on the test set that shares the
same distribution as the target set. However, this in principle
violates the setting of TTA, although the performance on the
test set is always consistent with that of the target set. We
suggest that such SFDA methods report the performance on
the target set at the same time. Secondly, some TTDA works
such as BAIT (Yang et al., 2023) offer an online variant, but
such online TTDA methods differ from OTTA in that the eval-
uation is conducted after one full epoch. We suggest online
TTDA methods change the name to “one-epoch TTDA" to
avoid confusion with OTTA methods. Thirdly, for continual
TTA methods (Wang et al., 2022; Niu et al., 2022), the eval-
uation of each mini-batch is conducted before optimization
on that mini-batch. This manner differs from the standard
evaluation protocol of OTTA (Sun et al., 2020) where opti-
mization is conducted ahead of evaluation. We suggest that
continual TTA methods follow the same protocol as vanilla
OTTA methods.

7 Emerging Trends and Open Problems
7.1 Emerging Trends

Diverse downstream fields Even most existing efforts in the
TTA field have been devoted to visual tasks such as image
classification and semantic segmentation, a growing number
of TTA methods are now focusing on other understanding
problems over video data (Xu et al., 2022), multi-modal data
(Shin et al., 2022), and 3D point clouds (Saltori et al., 2022),
as well as regression problems like pose estimation (Ding et
al., 2024).

Open-world adaptation Existing TTA methods always fol-
low the closed-set assumption; however, a growing number

of TTDA methods (Liang et al.,2021; Yang etal., 2022; Qu et
al., 2023) are beginning to explore model adaptation under an
open-set setting. A recent OTTA method (Yang et al., 2023)
further focuses on the performance of out-of-distribution
detection tasks at test time. Besides, for large distribution
shifts, it is challenging to perform effective knowledge trans-
fer by relying solely on unlabeled target data, thus several
recent works (Li et al., 2022; Kothandaraman et al., 2023)
also introduce active learning to involve humans in the loop.
Memory-efficient continual adaptation In real-world appli-
cations, test samples may come from a continually changing
environment (Wang et al., 2022; Niu et al., 2022), leading
to catastrophic forgetting. To reduce memory consumption
while maintaining accuracy, recent works (Song et al., 2023;
Hong et al., 2023) propose different memory-friendly OTTA
solutions for resource-limited end devices.

On-the-fly adaptation The majority of existing TTA meth-
ods require a customized pre-trained model from the source
domain, bringing the inconvenience for instant adaptation.
Thus, fully test-time adaptation (Wang et al., 2021), which
allows adaptation with an on-the-fly model, has attracted
increasing attention.

Foundation models Large language models like GPT have
attracted widespread attention due to their surprisingly strong
ability in various tasks. Given a query to a language model,
a recent work (Hardt & Sun, 2024) performs test-time train-
ing by fine-tuning the model based on its retrieved nearest
neighbors. Over the past two years, there has been a growing
number of TTBA methods (Shuetal., 2022; Feng et al., 2023;
Samadhetal.,2023; Zhouetal.,2023; Zhao et al., 2024; Yoon
etal., 2024) developed that leverage vision-language models,
such as CLIP (Radford et al., 2021), to enhance the zero-shot
generalization. Meanwhile, some studies have focused on
CLIP adaptation under the OTTA scenario (Ma et al., 2023;
Karmanov et al., 2024) as well as the TTDA setting (Tan-
wisuth et al., 2023; Hu et al., 2024). Additionally, several
recent studies (Feng et al., 2023; Prabhudesai et al., 2023)
have explored leveraging large-scale generative models, such
as Stable Diffusion (Rombach et al., 2022), for developing
TTA methods.

7.2 Open Problems

Theoretical analysis While most existing works focus on
developing effective TTA methods to obtain better empiri-
cal performance, the theoretical analysis of when and why
TTA works remains an open problem. Several TTA methods
have provided theoretical results on specific designs under
linear models such as gradient descent with pseudo-labels
(Wang & Wibisono, 2023) and auxiliary self-supervision
(Sunetal.,2020). One recent work (Gui et al., 2024) conducts
an in-depth theoretical analysis based on learning theories
and mainly explores how can significant distribution shifts
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be effectively addressed under the online TTA setting. We
believe that more rigorous analyses, especially on deep learn-
ing models, can provide deeper insights and inspire the
development of new TTA methods.

Benchmark and validation Recently, several new bench-
marks (Yu et al., 2023; Press et al., 2023; Wang et al., 2023)
are proposed to fairly evaluate various TTA methods. For
example, the vision transformer (ViT) architecture is further
employed for online TTA methods in Wang et al. (2023),
and a new dataset is developed to testify online TTA meth-
ods under continuously changing corruptions (Press et al.,
2023). However, as there does not exist a labeled validation
set, validation also remains a significant and unsolved issue
for TTA methods. As noted in Zhao et al. (2023), evaluations
of TTA methods have often been conducted unfairly. Existing
studies frequently determine hyper-parameters through grid
search on the test data, which is not feasible in real-world
applications. To address this issue, a recent benchmark (Yu
et al., 2023) has proposed a fixed validation strategy with
a predetermined online batch order. It selects the optimal
hyper-parameters based on the first one of the adaptation
tasks for all the tasks. In the future, a benchmark can be built
where a labeled validation set and an unlabeled test set exist
at test time, providing a more realistic evaluation scenario
for TTA methods.

New applications Tabular data (Borisov et al., 2022) in
vectors of heterogeneous features is essential for industrial
applications, and time series data (Ragab et al., 2023) is
predominant in real-world applications like healthcare and
manufacturing. So far, limited prior work has explored TTA
in the context of tabular or time series data, despite their
importance and prevalence in real-world scenarios. When it
comes to adapting to tabular data, deep learning models have
generally underperformed compared to tree-based models
such as XGBoost and random forests (Shwartz-Ziv & Armon,
2022; Grinsztajn et al., 2022). Therefore, it would be inter-
esting to investigate how TTA methods developed primarily
for deep learning models can be applied and perform when
used with tree-based models for tabular data scenarios.
Trustworthiness Current TTA methods focus more on
robustness under distribution shifts while ignoring other
goals of trustworthy machine learning (Eshete, 2021), e.g.,
fairness, security, privacy, and explainability. Regarding
class-wise fairness, the adapted model’s performance may
vary considerably across different categories in the tar-
get domain. However, existing TTA methods have not
thoroughly investigated the worst-class accuracy for clas-
sification tasks. As for security, in the TTDA setting, the
source provider could potentially be a malicious actor who
inserts backdoors into the pre-trained model (Sheng et al.,
2023). This could enable the attacker to then target the model
adapted by the end user using the same embedded backdoor
triggers. Furthermore, another important issue with exist-
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ing TTA methods is their tendency towards overconfidence,
which undermines the reliability of their predictions (Kim et
al., 2023; Yoon et al., 2024).

8 Conclusion

Learning to adapt a pre-trained model to unlabeled data
under distribution shifts is an emerging and critical prob-
lem in the field of machine learning. This survey provides
a comprehensive review of three related topics: test-time
domain adaptation, test-time batch adaptation, and online
test-time adaptation. These topics are unified as a broad
learning paradigm of test-time adaptation (TTA). For each
topic, we first introduce its definition and a new taxonomy
of advanced algorithms. Additionally, we provide a review
of applications related to test-time adaptation, as well as an
outlook of emerging research trends and open problems. We
believe that this survey will assist both newcomers and expe-
rienced researchers in better understanding the current state
of research in TTA under distribution shifts.
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